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Abstract— It is often difficult to find situations where 

sophisticated methods yield more accurate forecasts of market 
trends than that can be obtained from naïve forecasts. This paper 
investigates market basket analysis as an important component 
of attracting customers in retail stores. Association Rule Mining, 
which is an integral part of Data Mining, is often used to 
generate the set of rules. The discovery of rules from large 
databases has proven beneficial for companies since such rules 
can be very effective in revealing actionable knowledge that leads 
to strategic decisions. Typically, rules generated are derived from 
patterns in a particular dataset. A major issue that needs more 
attention is the soundness of the rules outside of the dataset from 
which they are generated. When a new phenomenon happens, the 
change in the set of rules generated from the new dataset 
becomes more significant. In this paper, we provide a model for 
understanding how the differences between different situations 
affect the set of rules generated based on the concept of groups 
what we call factions. Also we provide a technique called 
Coalescent Dataset, to generate a set of rules for a new situation. 
Various experimental results are reported by comparing with 
real life and synthetic datasets. 

Index Terms— Association Rules, Data Mining, Coalescent 
Dataset, Factions 

 
 

I. INTRODUCTION 
One of the challenges for companies that have invested 

heavily in customer data collection is how to extract important 
information from their vast databases and product feature 
databases, in order to gain competitive advantage.  Market 
Basket analysis (popularly known as Association Rule 
Mining) is one of the Data Mining methods [5] focusing on 
discovering purchasing patterns by extracting associations or 
co-occurrences from stores transactional data. Several aspects 
of Market Basket analysis have been studied in academic 
literature, such as using customer interest profile and interests 
on particular features of the product for the product 
development and one-to-one marketing [16], purchasing 
patterns in a multi-store environment [Chen et. al., 2004] or 
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point at certain weaknesses of Market Basket analysis 
techniques [15]. But there is a little attention to address the 
soundness of the rules outside of the dataset from which these 
rules are derived. In general rules are derived from patterns of 
a particular dataset. For a new situation, knowing which 
products sell together can be very useful to any business. 
Once it is known that customers who buy one product are 
likely to buy another, it is possible for the company to market 
the products together or to make the purchases of one product 
the target prospects for another. So, to make strategic 
decisions for a new situation, the only available rule from the 
dataset collected from an earlier situation becomes the major 
source. The problem that has to be addressed in detail is how 
far the rules derived from the existing stores in different 
locations are effective when they are applied to a store at an 
entirely new location. Hence, we need a way to obtain an 
applicable set of rules for the new store, without the 
availability of sales transaction at the new store. We have 
utilized the formulation of association rule problem for 
interval data in a way that respects the quantitative properties 
and the semantics of the data.  

In this paper, we address the issue of extending the 
applicability of association rules. A model is proposed for 
understanding the differences between the two sets of rules 
from datasets at different situations. It helps us to understand 
the differences in the set of rules generated, which are derived 
from the given dataset collected over earlier domain. The 
model is based on the notion of using a common set of 
partitioned groups for every situation, which we call factions. 
We provide a simple technique called the Coalescent Dataset, 
which yields the new set of rules. Whenever, factors affecting 
the rules can be modeled as distinct set of groups, the 
technique can be applied to generate the rules for a new 
situation based on the availability of the data from an 
available situation.  

The main objective of the model is to formulate and sample 
the Coalescent Dataset as how to discover association rules; 
we can use existing algorithms [3],[4],[13], [10], [9], [12], 
proposed. The rest of the paper is organized as follows. 
Section 2, discusses the Association Rule Mining in detail. 
Section 3 describes the problem and methodology. Section 4 
explains the experimental set-up and the results and will 
conclude with section 5. 
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II. ASSOCIATION RULE MINING 

Much work in data mining revolves around the discovery of 
rules within large quantities of data. Rules over relations are 
of the form C1 ⇒ C2 where C1 and C2 are conditions on 
tuples of the relation [11]. Such a rule may be exact, meaning 
that all tuples that satisfy C1 also satisfy C2, it may be strong, 
meaning that tuples satisfying A almost always satisfy B or it 
may be approximate meaning the some of the tuples satisfying 
A also satisfy B [11]. Most often, the conditions are restricted 
to be simple equality predicates or conjunctions of such 
predicates on different attributes.  

The term association rule has been used to describe a 
specific form of such rules [1, 2, 8, 9, 10, 14]. The rule 
frequency is a measure of how often a rule occurs in a dataset. 
When defined as the fraction of all tuples in a relation that 
satisfies a rule (specifically,  | C1 ^ C2 | / |r| where r is the set 
of all tuples considered), frequency is referred to as support 
[1]. The strength of the rule implication is a measure of how 
often a rule is likely to be true within the dataset. When 
defined as the fraction of all tuples satisfying C1 that also 
satisfies C2 (that is | C1 ^ C2 | / |C1|), rule strength is referred 
to as Confidence. The problem of discovering association 
rules is then traditionally defined as follows: given fixed 
thresholds for the permissible minimum support and 
confidence, find all association rules that hold good with more 
than the given support and confidence.  
Algorithms for discovering classical association rules make 
different assumptions about the type of data sets to be mined. 
In general, the data set is a relational table. The domains of the 
attributes may be restricted to Boolean domains [1, 2]. Under 
this formulation, an association rule (X1 = 1)  ^ (X2 = 1) ^ 
…(Xn = 1) ⇒  (Y1 = 1) ^ …(Ym = 1) is often abbreviated as 
X ⇒ Y where X = {X1…Xn} and  
Y = {Y1…Ym} are sets of attributes. This definition has been 
generalized to include relational tables over arbitrary domains 
including qualitative and quantitative domains [13].  

 

III. PROBLEM DESCRIPTION 

 

A. Importance of Locales 
 

The importance of rules identified by the association rule 
mining is based on the validity and the credibility of the 
discovered rules. Consider a supermarket (company) 
managing a chain of stores that discovers association rules in 
the sale transactions at one of its stores. For opening a new 
store, the company would make use of the knowledge 
obtained from the discovered association rules. However, if 
the buying behaviour and people culture is different, the rules 
that are derived are not pertinent to the new store. From the 
strategic point of view, it is important from the point of 
decision maker to know which rules discovered from the 
transactions at the first store are applicable to the new store at 
a different location. Therefore, when applying association 

rules derived from one dataset to a new situation, it is 
necessary to ensure that the factors deriving the rules are 
consistent between the source of the rules and where the rules 
are applied. Hence, a locale, which determines the changes in 
the set of rules, helps us understand the discrepancy in the 
rules observed at the two stores.  

B. Problem Formulation 
The problem focuses at estimating the association rules 

generated for a situation based on the data collected for 
another situation with a varied distribution of locales. The set 
of fields/ attributes from which association rules are 
determined are called items. An attribute whose function is 
not primary, but whose value affects the relation between 
items is called a factor. Factors that possess demographic 
characteristics are used to identify a particular group of people 
having similar characteristics. Gender, age etc., can be 
considered as factors which affect / changes the buying 
behaviour in different situations. A set of factors with 
associated values that generates certain set of rules is called 
factions. In section C.2, we utilize a method to generate 
factions. The model for generating association rules is as 
follows: Every faction has a tight binding in generating set of 
association rules. The concept behind being that people from 
the same faction will behave in the same way. Each situation 
has a mix of different factions in some proportions. The 
difference in the mix of proportions of the factions for 
different situations gives rise to the difference between the set 
of association rules for each situation. 

 
The major task is to determine the association rules for a 

varying situation. The problem of estimating association rules 
can be done if we have the dataset for the first situation (the 
source dataset), the set of factions that make up the two 
situations, and the proportions of the factions for the new 
situation. Also, we define a method to construct Coalescent 
Dataset, which is a dataset sampled from the source dataset by 
the proportions of the factions for the new situation, to get a 
good estimate of the large item sets for the new situation. 
Obtaining the dataset is not much difficult from which we can 
get source dataset with its corresponding background values. 
For the Construction of factions, a clustering method is 
utilized. The proportions of factions vary and the survey 
approach is adopted to get the proportions of the new 
situation. 
 

C. Coalescent Data Set 
 

This is mainly based on the availability of sample 
representatives from each faction. The mining process uses the 
same notion of support as the measure of significance. Other 
measures of significance can replace an appropriate support in 
the data combination process in order to estimate rules for a 
new situation. 
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1.  Sampling Technique 
 

The behaviour of a faction is considered to be consistent in 
any situation. This behaviour is inherent from the transactions 
of the factions and is represented in the form of mined 
patterns / rules. Since the transactions of a particular faction 
contains all its patterns for constructing a Coalescent Data Set 
for a new situation, the faction with larger proportion in the 
overall population must have more transactions in the data set 
to reflect its importance.  

In this sampling method, a Coalescent Data set for the new 
situation is constructed from a source data set. The relative 
proportion of faction in the new situation determines the 
number of transactions for that faction in the Coalescent Data 
Set. The total number of transactions for a particular faction in 
the Coalescent data Set is equal to the product of the size of 
the Coalescent Data Set and all the relative proportions of the 
particular faction. Once the Coalescent data Set has been 
constructed, the association rule mining can be performed on 
to it to obtain the rules for the new situation. 

2. Construction of Factions 
The factions play a major role in constructing the Coalescent 

Data Set. In this section, we will discuss the methods used in 
constructing the factions. The idea is to use a standard 
clustering algorithm to identify intervals of interest in case of 
quantitative attributes. The method use a single partitioning of 
attribute into disjoint sets Xi over which there is a meaningful 
distance metric. Most often each Xi is an individual attribute / 
a small set of closely related attributes over similar domains. 
The basic idea behind is that clusters can be incrementally 
identified and refined in a single pass over data. A Clustering 
Feature, that is a succinct summary of the properties of the 
cluster, represents each cluster. From the CFS of two clusters, 
the CF of their union and the number of distance metrics can 
be derived [7]. Hence, clusters can be combined and new 
points are added to clusters using only the CFs. All clusters 
found will satisfy the density threshold. Moreover, all clusters 
also satisfy the frequency threshold i.e., the clusters with 
sufficient support are used. These clusters form the set of 
factions that are used as input to the generation of Coalescent 
Dataset. 

D. Analysis of Sampling 
 

As the next case, we analyze the relation of sample size to 
the accuracy of results. We first consider how accurate the 
frequencies computed from a random sample are. Samples of 
reasonable size provide good approximations for frequent 
sets.  

1. Accuracy and Sample Size 
 

We consider the absolute error of the estimated frequency. 
Given an attribute set X which is a subset of R and a random 

sample s from a relation over binary attributes R, the error e 
(X,s) is the difference of the frequencies: 

 
e(X,s) = | fr(X) – fr(X,s) |,             (1) 

 
where fr (x) is the frequency of X in the relation from which s 
was drawn. To analyze the error, we consider sampling with 
replacement. The reason is that we want to avoid making other 
assumptions of the database size except that it is large. For 
sampling with replacement the size of the database has no 
effect on the analysis, so the results apply in principle, on 
infinitely large databases. For very large databases there is 
practically no difference between sampling with and without 
replacement.  
 

We analyze the number of rows in the sample s that contain 
X, denoted m (X, s). The random variable m (X, s) has 
binomial distribution, i.e., the probability of m (X, s) = c, 
denoted 

Pr [m (X, s) = c], is 
P (|s|, c) fr (X) c (1-fr (X)) |s| -c         (2) 

First, we consider the necessary size of the sample, given 
requirements on the size of the error. The following theorem 
gives a lower bound for the size of the sample, given an error 
bound ξ  and a maximum probability δ for an error that 
exceeds the bound. 
Theorem 1: Given an attribute set X and a random sample s 
of size 

|s| ≥  1/ 2ξ 2 ln 2/ δ            (3) 

The probability that x (X, s) > ξ  is at most δ. 
Proof: We have 

Pr [e (X,s) >ξ  ] = Pr{{| fr(X,s) }– fr(X) ||s| > ξ  |s|]  
 (4) 

The Chernoff bounds give an upper bound 
2e-2(ε |s|) 2 / |s| ≈ δ            (5)  

for the probability. Table 1 gives values for the sufficient 
sample size |s|, for ε = 0.01, 0.001 and δ = 0.01, 0.001, 0.001. 
With tolerable error ε around 0.01, samples of a reasonable 
size suffice. For many applications, these parameter values are 
perfectly reasonable – errors in the input data may be more 
likely than 0.0001. In such cases, approximate rules can be 
produced based on a sample. With tighter error requirements 
the sample sizes can be quite large. 
 

Table 1: Sufficient sample sizes, given ε and δ 

ξ  δ |s| 

0.01 0.01 27,000 

0.01 0.001 38,000 

0.01 0.0001 50,000 

0.001 0.01 2,700,000 
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0.001 0.001 3,800,000 

0.001 0.0001 5,000,000 

IV. EXPERIMENTAL RESULTS 

  We now explain the experiments we conducted in order to 
assess the practical feasibility of using samples of Coalescent 
Dataset for finding frequent sets and the set of factions 
generated for the datasets. We use synthetic datasets and real 
life datasets in our tests. These databases model supermarket 
basket data. The central properties of the datasets are the 
following. There are  │R │= 1000 attributes, and the average 
number T of attributes per row is 5, 10 and 20. The number 
│r│ of rows is approximately 100,000. The average size I of 
maximal frequent sets is 2, 4 and 6. Table 2 summarizes the 
parameters for the datasets [2]. We assume that the real 
datasets from which association rules are discovered can be 
much larger than the test datasets. To make the experiments 
fair, we use sampling with replacement. We considered 
sample sizes from 20,000 to 80,000 since samples of these 
sizes are large enough to give good approximation. 
 
Table 2:  Dataset characteristics (T = row size on average, I = size of maximal frequent sets on 

average). 

  
min_fr 

(%) Sample Size 

 20,000 40,000 60,000 80,000 
0.25 0.13 0.17 0.18 0.19 
0.50 0.34 0.38 0.40 0.41 
0.75 0.55 0.61 0.63 0.65 
1.00 0.77 0.83 0.86 0.88 
1.50 1.22 1.30 1.33 1.35 
2.00 1.67 1.77 1.81 1.84 

 
 

Table 3: Lowered Frequency Thresholds (%) for δ = 0.001 

 
 

min_fr 
(%) Sample Size 

 20,000 40,000 60,000 80,000 
0.25 0.13 0.17 0.18 0.19 
0.50 0.34 0.38 0.40 0.41 
0.75 0.55 0.61 0.63 0.65 
1.00 0.77 0.83 0.86 0.88 
1.50 1.22 1.30 1.33 1.35 
2.00 1.67 1.77 1.81 1.84 

 
The lowered threshold depends on the frequency threshold 

and the sample size. The lowered threshold values are given in 
Table 3. We used in the computations the exact probabilities 
from binomial distribution. Since the accuracy of the rules is 
directly dependent on the accuracy of the large item sets, we 
demonstrate the efficiency of the technique from the quality of 
large item sets generated. We tested our method with two 
different types of data: Synthetic data and real life data. In 
both cases, we use the data generation procedure described 
below to generate the datasets, one for the source and the 
another for the target, respectively. We then generate the 

Coalescent dataset using the technique stated, and mine the 
Coalescent Dataset to obtain its large item sets. The extent of 
matching between the source and the target dataset determines 
the accuracy of using only the source dataset, and the extent of 
matching between the coalescent dataset and the target 
determines the accuracy of the approach. 

A. Data Generation 
Synthetic Dataset: The popular method of generating 

transactions containing associations, presented by Agarwal 
and Srikant [2] is used. The same probability distribution is 
used and the same notations are taken [2]. We generate 
datasets for two situations: one is used as the source and the 
other as target. Each of the two datasets is partitioned into a 
common set of G factions. For each dataset, the generation 
program assigns random proportions to every faction. The 
relative proportion of a faction for the source has no relation 
to the relative proportion of any faction for the target. Given 
the total number of transactions in a dataset, the relative 
proportion of the faction determines the number transactions 
in that faction. The set of items involved in different factions 
is a major source that causes the difference of the large item 
sets / rules among the factions. Therefore the items assigned to 
factions are different from faction to faction. These two 
together give rise to the overall difference between the large 
item sets of the two data sets.  
 
B. Generating Item sets 
 

An item set for a faction is generated by selecting initially 
the size of the item set from a Poisson distribution with mean 
which is equal to |I|, the average size of an item set. A fraction 
of items in an item set is chosen from the previous item set. 
An exponentially distributed random variable with mean that 
is equal to the correlation level decides this fraction for each 
item set. This generates the fact that large item sets usually 
have common items. The remaining items in the item sets are 
picked according to the weights assigned with the items. The 
total number of item sets for a faction is an input, to the 
program. There is a weight distribution for the item sets for 
each faction, which is derived from an exponential with unit 
mean. The weights correspond to the probability of choosing 
the corresponding item sets when creating transactions.  

 
C. Generating Transactions 
 

Transactions are created by the addition of item sets. All 
transactions for a particular faction is generated using the item 
sets of that particular item set. First, the size of the transaction 
is chosen from a Poisson distribution with mean given by an 
input parameter |T|. Item sets are added to the transaction until 
the total number of item is equal to or exceeds the number of 
items for that transaction. When the length of the transaction 
is exceeded, the item set is added to the transaction with a 
probability of 0.5. The Table 4 gives the various input 
parameters and the values used for them. 
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Table 4: Parameters for Data Generation 
G Number of Factions 25 

.. Number of items in a faction 100 

.. Number of common items between factions 0,50,100 

|I| Average size of item set 4 

|L| Number of item sets for a faction 500 

|T| Average size of transaction 10 

N Number of transactions in a data set 100000 

C Corruption level 
Mean = 0.5 

Variance = 0.1 

-- Average value for Correlation level 0.5 

 
D. Real Life Data Sets 
 

The technique has been tested on the Census data set, which 
is downloaded from the UCI Repository of Machine Learning 
databases. For our purpose, we modify the dataset to form our 
database. We have used 14 attributes in our dataset. Even if 
the number of items is very large, each transaction has exactly 
14 items. To create datasets the following method is adopted. 
Select some attributes as background attributes and set the 
remaining as foreground attributes. Generate the factions. 
Assign the factions for two data sets D1 and D2.  Proportions 
of the factions for D1 are the same as that of the original 
database, but the size of the database is smaller than that of the 
original. Proportions of factions for D2 are different from the 
original database, and also with its size smaller than the 
original database. Generate datasets D1 and D2, according to 
their size and the corresponding proportions of factions 
 
E. Performance on Synthetic Data 
 

For synthetic data, to detect any variation in the efficiency 
of the technique, the important aspect has been studied. All 
the factions involve the same set of items, half of the items for 
a faction is common to all and half is unique to that faction 
and all the items for a faction is distinct from the items in any 
other faction. For all the cases, the total number of items for 
each faction is set to 100. A support value of 5% is used as the 
threshold. Figure 1 shows the distribution of transactions with 
the specified threshold for the algorithm applied along time. 
Figure 2 (a), 2(b), 2(c) shows the number of large item sets 
predicted and Figure 2(d), 2(e) shows the distribution of error 
in support values for predicted item sets.   

  

 
Figure: 1 Effect of increasing the size of transactions for support – 0.5% 

 

 
 

Figure: 2(a) Distribution of predicated large item sets 
 for same items 

 
Figure: 2(b) Distribution of predicated large item sets for half 

same and half different items 

 
Figure: 2(c) Distribution of predicated large for distributed 

items 
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     Figure: 2(d) Distribution of error in support value for same items 

 
Figure: 2 (e) Distribution of error in support values 

 for half same and half distinct items   
 
 

 
 

        Figure 3: Distribution of error in the source and CD approach 

In Figure 3, the bars marked Source and CD is associated with 
the direct approach and the Coalescent dataset approach. The 
target represents the distribution of predicated large item sets. 
From the experiments conducted, we know that our technique 
is quite accurate in capturing the correct set of item sets and 
also the values for their actual support.  

V. CONCLUSION 
The mining of association rules derived from data has been 

investigated in data mining. Most of the research is focused on 
optimizing the process, developing methods to handle 
different kinds of data, developing appropriate significance 
metrics, and improving the users control over the process. In 

this paper, we address the issue of extending the applicability 
of rules out of the existing datasets from where they were 
generated. We provide a model that distinguishes the 
difference between the situations using the concept of factions 
and Coalescent Dataset. Different situations have their own 
factions in different proportions. Using this model, we derive 
rules for a new situation, when given the datasets for the old 
situation. 
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Abstract--This paper outlines a radial basis function neural 

network approach to predict the failures in overhead 
transmission lines of power delivery systems. The networks are 
trained using historical data from various sources. The network 
sizes and errors are simultaneously minimized using the Pareto 
Archive Evolutionary Strategy algorithm. Mutation of the 
network is carried out by invoking an orthogonal least square 
procedure. The performance of the proposed method is 
compared to a fuzzy inference approach and with multilayered 
perceptrons. The results suggest that this approach outperforms 
the other techniques for the prediction of failure rates. 
 

Index Terms--Distribution system, evolutionary strategy, 
multi-objective optimization, neural network, radial basis 
function network, reliability. 

I.  INTRODUCTION 
ELIABLE power distribution systems are essential to 
deliver electric power from generating stations to 

customers. A failure in any component of a distribution 
system will cause a power interruption. Since a very large part 
of the distribution systems in the world consist of overhead 
feeders with radial configuration, failures on distribution 
systems are responsible for a large part of the interruptions 
experienced by customers. It is therefore essential to 
incorporate an effective maintenance schedule for these 
overhead feeders, which includes the ability to predict failure 
rates based on historical data.  Wind, lightning, ice, tornadoes 
and other weather are some of the factors that could cause line 
failures. High tree density near a line or lack of regular tree 
trimming can also cause frequent interruptions. 

In a previous work, an adaptive fuzzy inference system 
approach is used for failure rate prediction of overhead lines 
[1, 2, 3]. The present work proposes the use of radial basis 
function (RBF) neural networks for failure rate prediction. 
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RBF networks are selected for the model, as the data set that 
we have considered is of low dimensionality. RBF neural 
networks are particularly well suited for function interpolation 
in these cases, and have consistently outperformed other 
approaches in a variety of tasks [4, 5]. Further motivation is 
drawn from the fact that RBF networks are functionally 
equivalent to fuzzy logic systems [6] which are already shown 
to predict failure rates with a small error rate [3]. As these 
networks make use of units having highly localized responses, 
called kernels, many methods exist to train such networks that 
use clustering [4]. Evolutionary algorithms [7] have also been 
a popular choice amongst researchers [8, 9, 10, 11, 12, 13]. 
Additionally, an inbuilt smoothing mechanism is provided by 
Gaussian shaped kernels within the RBF networks (see later). 

For failure rate prediction, it is especially important to 
accurately predict failure rates of transmission lines that are 
more prone to failures. Unlike local algorithms, evolutionary 
approaches can easily place kernels outside the convex hull of 
the input data set, thereby reducing edge effects making room 
for more accurate predictions in these boundary cases. 
Typically, RBF networks use a large number of kernels in 
their hidden layer. However, to avoid over-fitting of the 
training data, a parsimonious network is always desirable. In 
this paper, a multi-objective optimization approach has been 
adopted with the number of kernels being a second objective 
(in addition to the error). Multi-objective optimization [14, 15, 
16, 17, 18] is particularly well suited in our case as historical 
data of failure rates is extremely difficult to obtain. Moreover, 
preprocessing the data is a cumbersome task [2]. A multi-
objective approach yields a number of RBF networks of 
varying sizes, and after the training has been accomplished 
using training data, the best network can be selected using a 
separate test data set.  

A.  Previous Work 
Previous work on the prediction of the failure rates of 

overhead lines has used an adaptive fuzzy inference system 
approach [3]. The data to train the model has been gathered 
from various sources, including a large utility company based 
in the western United States, and the National Climatic Data 
Center, for a seven year period, 1990-1996. A total of 37 
feeder sections are involved. The input data into this system 
consisted of four fields pertaining to weather related local 
data. For further details, see Section 4. The output data, used 
for training, is the failure rate, i.e. the average number of 
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failures per mile of feeder, per year. 75% of the data is used to 
train the fuzzy model, while the rest is use to evaluate its 
performance. For further details, one is referred to [2]. A 
priori expert domain knowledge (such as the fact that more 
lightning will result in an increased number of failures) is 
effectively used to design a fuzzy rule base. The rule base is 
further fine-tuned using a gradient descent algorithm to 
minimize the mean square error between the model’s 
predicted failure rate, and the actual values obtained from the 
data. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 1. A Radial Basis Function Network. 

II.  BACKGROUND 
A mathematical description of the RBF network is outlined 

in this section, followed by an introduction to multi-objective 
optimization, and the Pareto Archive Evolutionary Strategy 
algorithm. 

A.  Radial Basis Function Networks 
RBF networks considered in this paper are capable of 
performing mappings from an n-dimensional input nℜ  to a 
one-dimensional output. The network consists of a set of N 
nonlinear elements with local responses, called kernels. For an 
input x(q), q=1, 2, … Q, drawn from a set of Q samples, the 
response of the ith kernel is given by, 

( ) 22))(()( iiq
i eq σμφ −−= xx .                       (2) 

In the above equation iμ  and iσ  are parameters associated 
with each kernel, usually referred to as its location and width. 
The network output is a linear combination of the kernel 
responses, 

( )∑
=

=
N

i
ii qwqy

1

)()( xφ ,                             (3) 

where each wi is a weight linking the kernel to an output 
summing unit. Arranging the kernel responses as a NQ ×  
matrix, Φ , whose (q, i)th element is ( ))(qi xφ , and the weights 
and outputs as 1×N and 1×Q vectors, w and y we get, 

Φwy = .                                     (4) 
Suppose t is a vector of desired outputs, called targets, the 
mean square error between the actual outputs and targets is, 

TE ))((2
1 ytyt −−=                              (5) 

The optimal weight vector to minimize the mean square error, 
that can be directly obtained by equating E∇  to zero, is given 
by [4], 

( ) tΦtΦΦΦw +−
== TT 1

,                          (6) 

where +Φ  is the pseudoinverse of Φ . A number of RBF 
training methods apply orthogonal least square (OLS) 
techniques to the response matrix Φ . We postpone a fuller 
discussion on this approach until later.  

B.  Evolutionary Optimization 
Evolutionary algorithms have emerged as one of the most 
popular approaches for the complex optimization problems. 
They draw upon Darwinian paradigms of evolution to search 
through the solution space (the set of all possible solutions). 
These algorithms maintain a large population of interacting 
individuals (also called chromosomes), where each individual 
represents a potential solution to the problem. This population 
is constantly pruned to maintain constant size by applying the 
Darwinian criterion of survival of the fittest, where the fitness 
of each individual reflects the degree of optimality of the 
solution. This operation is called selection. Mutation is 
another operation that is applied to the individuals. Mutation 
introduces genetic diversity to a finite population, thereby 
allowing the search process to explore new regions of the 
solution space. Evolutionary algorithms can be regarded as 
stochastic search through the solution space. 
 

Fig. 2. A set of solutions with its Pareto front. 

C.  Multi-objective Optimization 
When dealing with optimization problems with multiple 
objectives, the conventional concept of optimality does not 
hold good [11, 12, 13, 14]. Hence, the concepts of dominance 
and Pareto-optimality are applied. Without a loss of 
generality, if we assume that the optimization problem 
involves minimizing each objective , ..., 2, 1, ),( Mje j =⋅  a 
solution u is said to dominate over another solution v if and 
only if { }, ... 2, 1, Mjj =∈∀  )()( veue jj ≤  with at least one 
of the inequalities being strict, i.e. for each objective, u  is 
better than or equal to v and better in at least one objective. 
This relationship is represented as vu p . In a population of 
solution vectors, the set of all non-dominating solutions is 
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called the Pareto front. In other words, if S  is the population, 
the Pareto Front, Γ , is given by, 

{ })(,| uvSvSu p¬∈∀∈=Γ                   (7) 
Figure 2. shows a set of solutions in the objective function 
space of two objectives 1e  and 2e  and the region dominated 
by an example solution. 

The simplistic approach of aggregating multiple objectives 
into a single one often fails to produce good results. It 
produces only a single solution. Further complications arise 
when the objective function space is concave. Multi-objective 
optimization on the other hand involves extracting the entire 
Pareto front from the solution space. In recent years, many 
evolutionary algorithms for multi-objective optimization have 
been proposed [14, 15, 16, 17]. 

Unlike single-objective evolutionary algorithms, where the 
only goal is to find a feasible optimum with a reasonably low 
computation, in order to be effective, multi-objective 
approaches such as PAES have to address two other critical 
issues when computing the Pareto front, which are as follows. 
(i) Diversity maintenance: An uneven, distribution of sample 
solutions with far too many concentrated in some “crowded” 
region and with uncovered regions elsewhere is an 
undesirable property in multi-objective approaches. Hence, 
the algorithm must preserve diversity, i.e. ensure that the 
samples delivered from the Pareto front of the solution space 
occur at approximately evenly spaced intervals. Figure 2. 
shows a Pareto front with a very desirable distribution of 
solutions. (ii) Archiving: Multi-objective problems must 
preserve all non-dominated solutions found until the algorithm 
stops, unless either another dominating solution is found, or 
the solution is located at a densely populated region of the 
front to be of much interest. This is accomplished within the 
algorithm by maintaining an archive of solutions. New non-
dominated solutions, when found, are inserted into this 
archive. Conversely, when a dominating solution is found to 
an already archived solution, the latter is removed from the 
archive.  In some cases it is necessary to prune the archive in 
order to prevent it from getting too large. However, this 
feature is unnecessary in the present application. 

D.  Optimization of Radial Basis Function Networks 
Evolutionary algorithms have been very popular in 

determining the parameters of RBF networks. A genetic 
algorithm is used in [9] to evolve the network for function 
approximation. The genetic algorithm population consisted of 
individual kernels instead of entire networks. The kernel 
locations and widths are evolved, while the weights are 
determined separately. The network size is a constant. A 
similar strategy has been used in [8] which makes use of an 
OLS procedure and singular value decomposition to evaluate 
the contribution of individual kernels. Other methods [e.g. 10] 
evolve an entire population of RBF neural networks. A two-
level algorithm is proposed in [12] where a micro genetic 
algorithm at the upper level is used to evolve the kernel 
widths, while a lower level OLS process determines the other 
parameters. In [11] the number of kernels is also determined 
dynamically using a genetic algorithm. In the first application 

of multi-objective optimization to RBF training [13], the 
network size is the second objective to be minimized. The 
proposed method makes use of an OLS algorithm and singular 
value decomposition on the kernel response matrix to perform 
mutation. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. The modified PAES algorithm used to train the RBF network. 

 
PAES is selected as the training algorithm in this paper as it is 
arguably the simplest of all multi-objective optimization 
algorithms. In terms of algorithm complexity, it compares 
favorably with other popular approaches such as NSGA-II and 
SPEA [17, 19]. Furthermore, preliminary simulations by us 
suggested that applying crossover, one of the standard 
operators in evolutionary algorithms, failed to improve the 
convergence towards the Pareto front, while adding to 
computer time. Unlike genetic algorithms, evolutionary 
strategies rely almost solely on mutation, the other primary 
evolutionary operator. Keeping in view the general 
philosophy of simplicity in PAES, we have devised a simple 
but effective mutation operator to evolve accurately trained 
RBF networks. 

III.  APPROACH 

A.  Overview of the Algorithm 
The proposed algorithm begins with by generating several 
RBF networks and picking out the non-dominated set as the 
initial archive. The network size, and the kernel location and 
width parameters of the initial RBF networks are generated 

 

Algorithm RBF_PAES 
populate A with initial RBFs; 
for each w in A that is dominated,  
A = A - {w}; 

endfor 
t=0; 
while t < maxIterations 

select u randomly from A; 
v = mutate(u); 
if up v 

do nothing; 
elseif vp u 

   A = A∪{v}; 
   for each w in A dominated by v  

A = A-{w}; 
endfor 

else  //neither vp u nor up v 
if vp w  for some w in A 

    A = A∪{v}; 
    for each w in A such that vp w 
     A = A-{w}; 

endfor 
else  
z = argmin(crowd(u), crowd(v)); 

    A = A-{u}; 
    A = A∪{z};   
   endif 
 t=t+1; 
end  
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randomly, but the weights are computed using Equation (6). 
The archive records the size, as well as the kernel locations, 
widths and weights up to a limit. Within each iteration of the 
algorithm, a solution u is picked at random from the archive A. 
The solution is mutated to produce a mutant v. The mutant is 
then compared with the original solution. If the mutant 
dominates the original solution, i.e. uv p , v is inserted into A. 
Any archived solution w, including u that is dominated by v is 
also removed. On the other hand, if the mutant v is dominated 
by u, v is discarded. When neither dominate, i.e. neither vu p  
nor uv p , the algorithm checks to see if the new mutant v 
dominates any other solution in the archive A. If so, then v is 
inserted into A while u as well as other solutions in A that are 
dominated by v are discarded.  If none of these cases apply, 
then the algorithm uses the approach adopted by other 
recently proposed multi-objective evolutionary algorithms, 
which is to prefer solutions that lie in sparser regions of the 
non-dominated stored in the archive A [19]. The crowdedness 
may be estimated by first sorting the solutions according to 
their errors, and then considering the perimeter of a rectangle 
that encloses the solution, and whose corners are the 
solution’s immediate neighbors in the sorted list [19]. For any 
RBF solution v, is given by,  

)min()max()min()max(
)(crowd

NN
NN

EE
EEv wuwu

−
−

+
−
−

=       (8) 

In the above equation, u and w are v’s left and right neighbors 
in the sorted list, and , , vu EE  and , , vu NN  are the associated 
errors as given in Equation (5) and the number of kernels in 
the neighboring RBF networks. The min(.) and max(.) 
operators are carried out over the entire archive A. Extreme 
solutions which do not have either a left or a right neighbor 
are assigned ∞. In other words, they are the most preferred 
solutions by the algorithm. 
 An outline of the entire algorithm is provided in Figure 3. 

B.  Mutation 
Mutation is invoked by applying the Gram-Schmidt 
orthogonalization algorithm to the kernel response matrix, Φ . 
Using this method Φ  can be factored into two matrices, B 
and A of size NQ ×  and NN × , as, 

[ ]AbbbbBAΦ Ni ......21== ,              (9)                          
where the columns of B are mutually orthogonal (i.e. 

0=j
T
i bb ). Under these circumstances it has been shown in 

[5] that when the weights are optimally chosen based on 
Equation (6), 

ee
bb
tbtt T

N

i i
T
i

T
iT += ∑

=1

2)( ,                       (10) 

where e is a vector of errors. Each term in the summation is 
the contribution of the ith kernel to the target and can be 
isolated. It is important to note that obtaining each ib  is 
dependent on the values of the previously computed jb s, 
where ij <≤1  in the OLS algorithm. Further details of this 
method can be found in [5]. 

The mutation operator acting upon a kernel of size N can 
either increase its size by one or two additional kernels, 

reduce it by removing up to two, or not alter the size of the 
RBF network at all. The mutation operator inserts three new 
candidate kernels into the RBF network and applies the OLS 
algorithm to determine the contribution of the N existing 
kernels, as well as the three new ones if each are to be 
individually added to the network. Out of the ,3+N candidate 
kernels, the operator retains the ,2−N  ,1−N ,N ,1+N  or 

,2+N  kernels with the highest contribution as given by 
Equation (9), discarding the remainder, each of the five 
outcomes being equally probable. 

The kernel widths are computed using the standard nearest 
neighbor heuristic, 

( ) Njiji μμσ −= min ,                     (11) 

where min is the minimum operation. The kernel locations are 
subjected to small perturbations from their original locations 
by adding uniformly distributed random vector, 

  ). ,(rnd εεμμ −+= ii                          (12) 
In the above equation, rnd(.) generates random vectors 

whose elements lie in the range, ),( εε−  provided as its 
argument. The kernel weights are determined optimally using 
Equation 6.  

IV.  RESULTS & DISCUSSION 

A.  Experimental Setup 
The proposed algorithm is implemented in MATLAB Release 
14. The maximum archive size is set to 20.  The archive is 
initialized with 10 non-dominated networks of with random 
number of kernels, K, and random kernel centers with the 
widths determined by Equation 10.  The number of kernels, K, 
for each candidate solution is limited to the range of 4 to 50 
for the duration of the experiment. The nearest neighbor 
heuristic in Equation 10. has a uniformly distributed random 
scaling factor on the interval [1, 10]. The limits of the 
perturbation described in Equation (12) for each kernel in a 
solution, iμ  is always less than the kernel’s width, iσ  as in 
[13]. The selection of a solution from the archive for mutation 
is biased towards larger networks because larger networks 
take more time to converge. The algorithm is run for 5000 
iterations. A total of three separate sets of simulations is 
carried out using the following data (i) California Data, (ii) 
Kansas A Data, and (iii) Kansas B Data. In each case, the 
performance of the proposed algorithm is compared with 
multilayered perceptrons (MLPs) with a single hidden layer 
which is trained using the standard back-propagation 
algorithm [23]. The MLPs are trained with the 
backpropagation algorithm with a momentum term using the 
standard MATLAB neural network toolbox. The best learning 
rate and momentum for the MLP are applied separately in 
each case, which are significantly better than the default 
values the toolbox provides. The MLP training is halted after 
the error for the test data shows no further improvement. 
Additionally, the California data is compared with the results 
in [3]. The error reported here is the standard RMS error, which 
is QE , where E is computed using Equation (5) and Q is 
number of training samples. 
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B.  Performance with California Data 
This data is obtained from [2] as described in Section 1. It is 
broken up in the same manner as Case 4 from  [2] into test and 
training data sets.  The data sets have 4 input variables and 1 
output. The four input fields are, (i) the lightning rate, i.e. the 
number of days experiencing lightning each year, (ii) the tree 
density, i.e. the number of trees per mile length of feeder-
section, (iii) the years since tree trimming is carried out in that 
area, and (iv) the wind index, which incorporates information 
on the wind velocity as well their duration. The training data 
set has 1775 samples, and the test data set has 591 samples.  
This data is then normalized. An earlier set of results for this 
data has been presented elsewhere [24]. Figure 4. shows the 
histogram of the output, the failure rate, which is measured as 
the total number of failures per mile of transmission line 
length per year.  

The training data is used in the algorithm, and the test data 
is used to verify the generality of the resulting solutions. In 
Figure 5. is shown the non-dominated solutions in the archive 
evolving with increasing number of iterations for the training 
samples. It is seen that the error of the untrained networks are 
quite low. This is because the weights of the network are 
optimal, having already been determined by Equation 6 and 
the kernel widths have been computed using the heuristic in 
Equation 11. PAES determines the locations of the kernels, 
the iσ s. Figure 6. contains the Pareto front obtained by the 
proposed method for the test and training data. A curious 
feature in the figure, which has been noted earlier in [1, 2] is 
the mean square error for the test data being lower than that of 
the training data, which is used explicitly to train the RBF 
networks. 

 
TABLE 1 

COMPARATIVE PERFOMANCES FOR THE CALIFORNIA DATA SET  
 

 RMSE Training RMSE Test 
Proposed Algorithm (N=5) 0.110 0.093 
Proposed Algorithm (N=10) 0.103 0.085 
Proposed Algorithm (N=16) 0.100 0.081 

FIS 0.142 0.121 
MLP (4x2x1) 0.129 0.123 
MLP (4x3x1) 0.122 0.119 
MLP (4x4x1) 0.118 0.114 

 
Table 1. provides a comparison between the proposed 

method and other techniques used. Specifically, the PAES 
trained RBF  network approach is compared against the fuzzy 
inference system approach in [2] and also against standard 
multi-layered perceptrons (MLPs) with various network sizes. 
The learning rate and momentum constants are 0.1 and 0.5 
respectively. With these parameters, the MLPS did better than 
the default values, and converged in 10,000 iterations. The 
results reported in Table 1 are the averaged results over 10 
trials.  

The proposed algorithm outperforms both the MLP and the 
fuzzy inference approaches.  The runtime for the proposed 
algorithm is 2127 seconds, and for the three MLP models 
collectively, the runtime is 2640 seconds. Larger MLPs showed 

no significant improvement in the performance for the training 
data, while the error for the test data only increased. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

C.  Performance with Kansas Data A 
This data is obtained from a private electrical utility company 
located in the mid-western region of the US. The data set 

Fig. 4. Histogram of the failure rates for California 

Fig. 5. Evolution of the non-dominated front for 
California. 

Fig. 6. RMS errors of the trained RBF nets for the test and 
training data for California. 
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contains two predictors, (i) the lightning rate, which in this 
case is the sum of the magnitudes of the lightning current for 
each day whose range is between 0 and 65341 kA, and (ii) 
maximum daily gust speed, where gusts lasting for more than 
five seconds are recorded. The range of this second field lies 
in the range 0 to 68 mph. A third field is introduced, which is 
the product of the lightning rate and maximum gust speed. 
The output is the total daily number of outages experienced by 
the entire system, the maximum of which is 45 per day. The 
entire data has 2157 samples. Its output histogram is shown in 
Figure 7. 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE 2 
COMPARATIVE PERFOMANCES FOR THE KANSAS A DATA SET  

 
 RMSE Training 
 Proposed Algorithm (N=4) 1.29 
Proposed Algorithm (N=10) 1.10 
Proposed Algorithm (N=15) 0.98 

MLP (3x3x1) 3.56 
MLP (3x5x1) 1.75 
MLP (3x7x1) 1.39 
MLP (3x9x1) 1.30 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In Figure 8. is shown the evolution of the non-dominated front 
at four different intermediate stages of the PAES training 
process. In the next figure (Figure 9.) we provide the Pareto 
front obtained at the end of the training process. Since Kansas 
A data samples are provided on a daily basis, it is possible to 
compare the daily predicted failure rate with the real data. 
This is shown in the form of two time series in Figure 10. 
Finally, in Table 2 is provided a comparison with sample 
MLPs, again averaged over 10 trial runs. For larger sized 
MLPS, there is no further improvement in the error. The 
optimal learning rate and momentum constants are 0.1 and 0.5 
respectively, and a total of 10,000 iterations of MLP training 
is allowed. It is clear that the proposed algorithm outperforms 
the MLPs. 

D.  Performance with Kansas Data B 
This data is also obtained from a private electrical utility 
company from the mid-western USA. The data pertained to 
the annual failures of individual line sections. A line section is 
defined as the conductor covered by a specific protective 

   Fig. 7. Histogram of the failure rates for Kansas A.

Fig. 8. Evolution of the non-dominated front for 
Kansas A. 

Fig. 10. Comparison of the daily model and actual failure 
rates for Kansas A. 

Fig. 9. RMS errors of the trained RBF nets for data in 
Kansas A. 
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device (fuse, recloser, or breaker). The data contained four 
input classes, which are (i) the tree density, i.e. the number of 
trees per mile in the vicinity of the transmission line, which 
ranged between 0 and 63.5 trees/mile, (ii) the years since last 
trimming of the trees, the maximum being 7 years, (iii) the 
wind data, and (iv) the lightning data. The wind index and 
lightning index data contained several sub-fields each. The 
data related to lightning contained (i) average lightning per 
day of each year (kA/day), (ii) the maximum daily lightning 
for each year (kA), and  (iii) and the number of days each year 
the lightning is above 1 kA. Likewise, the wind data consisted 
of the following sub-fields, (i) average maximum daily gust 
speed, where gusts lasting for more than five seconds are 
recorded and averaged for the entire year, (ii) the number of 
days each year the wind speed is more than 30 mph, (iii) the 
number of days each year the wind speed is more than 40 
mph, and (iv) the number of days each year the wind speed is 
more than 50 mph. Both the lightning and wind data are 
reduced to a single field each by means of principle 
component analysis. The ranges obtained are 0-4.5 for the 
wind index and 0-3.75 for the lightning index. Hence in all, 
there are four input predictors. The output histogram is shown 
in Figure 11. The data is divided into separate training and test 
sets. 
 Figure 12. illustrates the evolution of the non-dominated 
front at different stages of the proposed training algorithm, 
and Figure 12. has the final Pareto front at the end of the 
training. Lastly, Table 3 contains a comparison with sample 
MLPs (10 run averages). The optimal learning rate and 
momentum constants in this case are 0.05 and 0.5 
respectively, and a total of 10,000 iterations of MLP training 
are allowed. The mean square errors of the RBF networks are 
clearly better than those of the MLPs, although for the test 
data, the error for N = 15 is too close to the perceptron with 7 
or 9 hidden neurons. 
 

TABLE 3 
COMPARATIVE PERFOMANCES FOR THE KANSAS B DATA SET  

 
 RMSE Training RMSE Test 
Proposed Algorithm (N=4) 0.171 0.144 
Proposed Algorithm (N=7) 0.165 0.144 
Proposed Algorithm (N=15) 0.158 0.155 

MLP (4x5x1) 0.210 0.165 
MLP (4x7x1) 0.179 0.151 
MLP (4x9x1) 0.171 0.152 

V.  CONCLUSION 
In this paper a modified version of the PAES algorithm has been 
presented for the optimization of RBF networks used in the 
prediction of overhead distribution failure rates.  The proposed 
algorithm is simple and outperforms other methods in the 
prediction of failure rates on overhead distribution feeders 
within comparable computer time. The choice of RBF networks 
as the tool for modeling failure rates is justified as RBF 
networks have a solid mathematical foundation in Cover’s 
theorem and are universal approximators [25]. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
 
 
 
 
 
 
 

Fig. 11. Histogram of the failure rates for Kansas B.

Fig. 12. Evolution of the non-dominated front for Kansas B. 

Fig. 13. RMS errors of the trained RBF nets for the test and 
training data for Kansas B. 
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A distinguishing feature of the method is that it accomplishes 

the simultaneous training of RBF networks of multiple sizes. 
Because the mutation allows network sizes to be changed within 
the PAES algorithm, new networks that are created are allowed 
to benefit from the training received by networks of other sizes. 
This allows multiple networks to be evolved simultaneously, 
curtailing the additional computer time that would have been 
necessary to train the RBF networks independently of each 
other.  
 Multiple training of RBF networks is a feature that can prove 
to be highly useful in the present application. First, although an 
arbitrarily large number of kernels reduces the error with respect 
to the training data, beyond a certain point it would be 
overfitting the data. Simultaneously trained networks of various 
sizes would provide a clear picture of the exact number of 
kernels necessary for the prediction task. Secondly, using 
multiple networks opens up the possibility of using ensemble 
methods, methods that combine multiple models for regression 
or classification to improve the overall reliability of the 
prediction [26, 27]. Finally a large number of predictions 
would allow a utility service company to make human decisions 
relating to installation, maintenance and repair of distribution 
systems. 
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Abstract— Sophisticated agents operating in open environments 
must make complex decisions on scheduling and coordination of 
domain activities. These decisions are made in the context of 
multiple conditions and mutual information. 

The question of how to deal with and consider all possible 
activities without consuming too many time, is the main problem for 
an intelligent agent. The focus of this research is to provide effective 
social intelligence and improved performance of individual agents in 
a cooperative multi-agent system. This is done by decisions made by 
the agents using reinforcement learning methods. The agents have a 
simple reactive and local perception and learn in a decentralized way 
to overcome the difficulties of reinforcement learning. A game frame 
work that supports detailed reasoning about combinational 
optimization and coordination costs; for testing and comparing the 
performance of agents is performed. 
 

Keywords— Combinational optimization, multi agent, mutual 
information, reinforcement learning. 

 

I. INTRODUCTION 
einforcement learning(RL) has been of a great interest in 
research and application areas for many years [21]. 
Different RL algorithms mostly deal with only one agent 

[20]. Recently there has been growing interest in extending 
RL to the multi agent domain where autonomous agents 
interact with each other [7]. 
Learning the Multi Agent Systems (MAS) can indeed take 
many forms [14]. In many cases it is very promising to use RL 
as it don't require a teacher who knows the best decisions, it 
just needs feedback from environment as a scalar value for 
example, that forms a reward or punishment to actions that has 
been done by the agents. 
We consider Multi-Agent Systems composed of simple 
reactive situated agents with local perceptions that try to solve 
the problem in a decentralized way [13], which is easier to 
build and can be the case in real problems as most often global 
knowledge is not available for each individual agent. Whereas 
RL has an optimizing inheritance, it can be used in 
optimization problems. Combinational optimization is one of 
complex open problems in which one or more condition 
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should be satisfied simultaneously.  Besides, these kinds of 
problems might be involved by mutual information [17] 
restriction. Many efficient architectures and algorithms that 
support these restrictions have been developed. However, 
none of these architectures explicitly reason about the 
consumption of time to attain an optimal solution, which may 
degrade algorithm’s performance. In classical methods for 
solving the combinational optimization problems, such as 
integer programming [9][6], the little changes in the 
conditions, can cause a large amount of necessary changes in 
the model and the solution. In addition, when the dimension 
increases the solution becomes unreliable even sometimes 
becomes impossible. Admiringly in reinforcement learning, 
just setting the reward function is sufficient and no change in 
other parts of algorithm is needed 
As RL suffers from combinatorial explosion when there are a 
large number of states in the system, using decentralization is 
beneficial, where we have simple agents with local perception, 
each learns its own behavior by itself, state space of each 
agent is not too large and we can avoid this computational 
bottleneck. However, by using this approach we encounter 
some problems; Partial observability and Non-stationary. 
To deal with these problems we used decentralized learning 
algorithm that is based on RL techniques for finding stochastic 
policies. Actually, agents with stochastic behaviors are more 
adapted to the problem of partial perception. 
    This paper is organized as follows. Section 2 introduces a 
necessary vocabulary and gives an overview of reinforcement 
learning. In Section 3, problem and proposed algorithm are 
explained in detail. Section 4 gives results and comparisons. 

II. FRAME WORK 
In this part reinforcement learning problems in a multi 

agent system is shown. Then the profit-sharing [8][10] in 
reinforcement learning is explained. At last the kind of agents 
is described which are considered in a game frame work for 
ignoring the difficulties of the real word. 

A. Reinforcement learning 
Reinforcement learning methods are very useful ways for 
learning optimal memory-less behaviors for agents as they 
only require a scalar feedback from the system to the agents 
for them to learn. Besides, these techniques can be used when 
there is uncertainty in the world’s evolution. But the 
convergence of RL algorithms (such as Q-Learning [2] and 
TD [16]) has only been proven for Markov Decision 
Processes (MDP). An MDP can be viewed as a stochastic 
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automaton in which an agent’s actions influence the 
transitions between states, and rewards are obtained 
depending on the states visited by an agent. In a fully 
observable MDP, it is assumed that the agent can determine its 
current state with certainty. Formally, a fully observable MDP 
—that is, the agent knows the true state at each time (once that 
stage is reached) — can be defined as a tuple <S,A,T,R>, 
where S is a finite set of states or possible worlds, A is a finite 
set of actions, T is a state transition function, and R is a reward 
function. The agent can control the state of the system to some 
extent by choosing actions from the set A that influence state 
transitions: movement from the current state to some new 
state. Actions are stochastic in that the actual transition cannot 
generally be predicted with certainty. The transition function T 
describes the effects of each action at each state. T(s,a,s') is 
the probability of ending up in state s' when action a is 
performed at state s. After each transition, the environment 
generates a reward given by R(s,a). The problem is to find the 
optimal mapping π(s,a) between states and actions so as to 
maximize the reward received over time. Such a mapping is 
called a policy. 
    When the system is fully observable its choice of action can 
be based solely on the current state. Thus uncertainty lies only 
in the prediction of an action’s effects, not in determining its 
actual effect after its execution. As pointed out by [3] the 
evolution of the kind of MAS we are interested in is a MDP. 
As such, it could be solved using classical reinforcement 
learning algorithms where the state of the system is the 
composition of the states of all agents and an action is a joint 
action composed of all individual actions of the agents. Thus, 
the number of states and actions in a centralized view of the 
problem should quickly prove to be too big for RL to be 
applied. Solving our problem in a non centralized way would 
mean to solve it in a decentralized solution as each agent 
should learn by itself. As is noted before we face two major 
difficulties: 
• Non-stationary world: Reactive agents with a local view of 
the environment can not use joint actions to solve the problem. 
In fact, other agents are unpredictable elements of the 
environment while they are learning too. Moreover transitions 
from one state of the system to another, as seen by an agent, 
are non-stationary. For example the probability for an agent to 
corporate in a team depends greatly on the decisions of other 
adjacent agents. 
• Partial observability: Agents can only rely on their own 
imperfect, local and partial perception of their world. The 
global state of the system is hidden, which prevents classical 
RL algorithms from finding a globally optimal policy [18]. As 
such, the problem at hand belongs to the class of partially 
observed Markov decision models [12]. 

Classical stationary Partially Observed Markov Decision 
Processes are nearly impossible to solve when there are more 
than a hundred of states [4]. The combination of the two 
problems (i.e non-stationary and partial observation) makes 
the problem non-solvable without using approximations. In 
the context of partially observable MDP, stochastic behaviors 
perform better than deterministic policies [18].  

B. Profit sharing approach 
The most important difference between profit-sharing 
approach and the DP-based reinforcement learning algorithms, 
such as Q-learning and Temporal Difference, is that profit-
sharing does not use one step backup and not need eligibility 
trace to treat a delayed reward. Therefore, it is robust against 
the problems due to the existence of multiple agents, such as 
concurrent learning and perceptual aliasing. In addition, it can 
save the required memory space because it does not need to 
keep eligibilities and whole state-spaces which the agent 
experienced. 

    First, when an agent observes current state Ot , it checks its 
look up table to search the matched state as Ot and gets its 
action set At , which consists of available actions at time t. the 
action selection make agent behave under the stochastic policy 
based on exploration. After agent outputs the selected action at  
it checks if a reward is given or not. If there is no reward after 
an action at , the agent stores the state-action pair (Ot , at) into 
its episodic memory as a rule, and continues the same cycles 
until getting the reward R. the period from the start to the 
getting R, is called an episode. 

Second, when the agent got the reward R, it reinforces rules 
which are stored in the episodic memory according to a credit 
assignment function f(R, t) which satisfies the “rationality 
theorem [10]. For example, the geometrically decreasing 
function (1) in which T: time at goal, t=0: time at initial state, 
is satisfied this theorem. 

tTLRf −−×= ))1/(1(  (1) 
 

The gist of this theorem is that the reward should not be 
given to an ineffective action which makes agent move in a 
loop path more than to the effective action which makes the 
agent move straight.  

C. Agents 
We used very simple agents for complexity reasons. It 

allows us to concentrate on the learning aspect of the problem. 
Our agents share the same goal and they have to coordinate to 
reach the common goal. Our agents don’t have any explicit 
communication with each other and they have their own 
imperfect and vague local perception of the environment.  

III. PROBLEM DESCRIPTION 
The task chosen involves agents in a 30×30 grid world whose 
goal is to save the victims. The victims are distributed 
randomly in the plane. Three agents as a team are needed for 
saving one of the victims. The goal is to save the victims as 
soon as possible. 
Our agents have to select two other agents between their 
closest neighbors all around, to join together to form a team. 
Two agents A and B are close neighbors if there is a closed 
disc that contains A and B on its boundary and does not 
contain any other agent [11] (Fig. 1).  
    Selecting and corporation in possible teams which can be 
assumed as triangles, is the action set of each agent. The teams 
with the best performance are desirable and no agent can 
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corporate in more than one team. Performance test for a team 
is that has, the highest density of victims in its effective area 
according to minimize the maximum median of triangles as 
overhead time. Overhead time is the time which is consumed 
till the members of a team come together to attain the ability 
of saving the victims. The area which is bound up to half 
distance between the vertices of the team and their closest 
neighbors is the effective area of this team. 
 

 
Fig. 1 B, C, D, E and F are the closest neighbors of A. 

 
It makes the consequence of agent's actions stochastic 
depending on global state of the world and the sequence in 
which agents have been considered to do their actions. As 
stated before, each agent has its own perception of the world, 
agent perceptions are: 
• Direction of victims which are located in area bound up to 
the closest neighbors of itself (Front, Left, Right, Back). 
• Direction of other agents (Front, Left, Right, Back). 
• Distance from closest agents all around. 
Also the agents can talk to each other and share just the 
distance and direction of their closest neighbors.  

A. Learning algorithm 
Each agent should be joined in a team which is the final state 
for each one. So each agent with individual perceptions first, 
selects one of possible actions from the set which contains all 
its closest neighbors to be the second member of the team (see 
Fig. 2). The action is selected by the roulette selection, soft 
greedy method [20], in which the selection rate of the action is 
in proportion to its current value. This selection method makes 
agent behave under the stochastic policy and explore its 
strategy. Each action’s value is initialized by zero. 

( ) ∑
∈

=Π
Ab

bsas eeas ),(),( /, θθ
θ

 
(2) 

Next, the action set contains closest neighbors of the first and 
second team’s member (see Fig. 2). 

The rates of all teams’ performance are accumulated in a 
variable such as R. In the global consideration, the 
arrangement is rewarded by R and penalized by -1 for each 
common agent in one more team up to two corporations (It is 
clear, if there is three common members in two teams they 
join single team admittedly). 

 
 
Fig. 2 Action set in 1st state is {B, C, D, E, F}, action set in 2nd state 

is {A, G, H, I, C}. 
 

The total reward for each agent is computed by (3). When the 
total reward is got, it reinforces selected actions which are 
stored in the episodic memory of each agent just whenever the 
got total reward be the greatest value since now, according to 
a credit assignment function  f(R, t) (4) as value, in which is 
satisfied rationality theorem. In this way the first best 
arrangement would be attained. 

nPRdtotalrewar δ×−= )(  (3) 
 

Where R is accumulated performance rating, P is total 
penalties, n is the number of created teams and  0.5<δ<1. 

tTdtotalrewartRf −×= γ),(   (4) 
 

Where T: time at goal, t=0: time at initial state and 0<γ<1 
which can be decided by 1/(L-1) (L: the average number of 
available action in each state).  

IV. EXPERIMENTAL RESULTS 
We use function  f(R, t) = [(R – P) × δn ](0.4) T-t  to assign a 
reward as value to each state-action pair of the episodic 
memory. The δ value is 0.7 (note that the lower δ causes more 
exploration). In each experimental condition, agents learn 
2500 episodes as a trial; and iterate 10 trials to evaluate the 
average, where the lookup table for each agent is reset after 
each trial. 
Fig. 3 shows the learning curve of the required episodes to 
optimize the arrangement of 15 agents in 5 teams, according 
to the conditions. The X-axis indicates the number of episodes 
and the Y-axis indicates the average performance rating of 
arrangements in 10 trials. 
 

 
Fig. 3 Number of episodes_Performance rating. 
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    The most popular investigated triangulation is so-called 
Greedy (Shewchuk) [19] method. It is based on the sweep-line 
paradigm combined with the recursive local optimization 
procedure. The sweep-line is one of the most popular 
acceleration techniques used to solve 2D geometric problems 
[15]. The idea of the sweep-line technique is very simple: it is 
imagined that the sweep-line glides over the plane and stops at 
the end of plane. A portion of the problem is solved and the 
data structures are updated. The part of the problem being 
swept is already completely solved, while the remaining part 
is unsolved. Unfortunately, this simple and clear principle 
cannot be applied directly for constructing team participation 
(in this case). Namely, at the end of the survey points (agents) 
which could participate in no team aspect to their distance. In 
this case, the arrangement is reconstructed from the end to 
dawn such that causes minimum changes in team 
participation. Only fortune found an optimal solution [5]. This 
algorithm maintains information about those parts of the 
diagram already swept and never has an overall consideration. 
Proposed method in this paper, and greedy approach were 
applied for testing. Greedy algorithm is often used as the 
reference for evaluation of triangulation algorithms [1]. The 
results of this evaluation are shown in Fig. 4. 
 

 
Fig. 4 RL based method in comparison with Greedy method. 

 

V. CONCLUSION 
In this paper we addressed a multi agent system including 
agents using a Reinforcement Learning algorithm to adapt 
their behavior to the desired global task. To avoid problems 
such as combinatorial explosion we used a decentralized 
approach having agents with local perception. But this 
learning problem is generally unsolvable because of its 
decentralized aspect and classical limitations like partial 
observability of state and non-stationery world. To deal with 
Partial observability and non-stationery problems, we have 
used profit sharing learning scheme which is more efficient 
than other reinforcement learning methods such as Q-learning 
or Temporal Difference since it is significantly easier to 
implement and more applicable to real world problems. 

    The C++ programs are implemented where agents have 

to coordinate to optimize the performance of the teams. The 
experiments showed the large efficiency of reinforcement 
learning to solve the combinational optimization problem, 
according to mutual information restriction.  
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Abstract— The objective is to provide operational and 

engineering recommendations system for planning and scheduling, in 
order to achieve performance improvements, during steady-state and 
fault free conditions, given a set of exploitation constraints. Because 
of inherent complexity of these kinds of problems machine learning, 
reinforcement learning notably, could be so helpful to attain a 
solution for this aim, according to the conditions. Thus, the expected 
result is a system, reducing the time necessary to obtain the desired 
result. 
 

Keywords— Planning, scheduling, machine learning, 
reinforcement learning. 

 

I. INTRODUCTION 
einforcement learning methods are very useful ways for 
learning optimal memory-less behaviors [1]. Recently 
there has been growing interest in extending RL to the 

multi agent domain where autonomous agents interact with 
each other and the environment [2][3]. 
Learning in Multi Agent Systems (MAS) can indeed take 
many forms [4]. In many cases it is very promising to use RL 
as RL algorithms don't require a teacher who knows the best 
decisions, it just needed feedback of environment as a scalar 
value for example, that forms a reward or punishment to 
actions has been done by the agents. 
Whereas RL has a optimizing inheritance, it can be used in 
planning and scheduling problems. Planning is one of 
complex open problems in which one more condition should 
be satisfied simultaneously.  Besides, these kinds of problems 
might be involved by a set of exploitation constraints and 
restrictions. In classical methods for solving the planning 
problems, such as integer programming [5][6], the little 
changes in the conditions, could cause a large amount of 
necessary and inescapable changes in the model and the 
solution. In addition, when the dimension increases the 
solution becomes unreliable even sometimes becomes 
impossible. Admiringly in reinforcement learning, just set the 
reward function is sufficient and no change in other parts of 
learning algorithm is need. 
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As RL suffers from combinatorial explosion when there are a 
large number of states in the system, using decentralization is 
beneficial in this way, where we have simple agents with local 
perception, each learns its own behavior by itself, state space 
of each agent is not too large and we can avoid this 
computational bottleneck. However, by using this approach 
we encounter some problems: 
• Partial observability: Agents can only rely on their own 
imperfect, local and partial perception of their world. 
• Non-stationary world: Reactive agents with a local view of 
the environment can not use joint actions to solve the problem. 
To deal with these problems, in this paper, reinforcement 
learning, a machine learning method for the demonstration of 
research results in the field of planning and scheduling is 
described. 
We considered Multi-Agent Systems composed of simple 
reactive situated agents with local perceptions those try to 
solve the problem, which can be the case in real problems as 
most often global knowledge is not available for each 
individual agent. RL techniques are used for finding stochastic 
policies. Actually, agents with stochastic behaviors are more 
adapted to the problem of partial perception. 

II. REINFORCEMENT LEARNING 
Reinforcement learning(RL) methods are very useful ways for 
learning optimal memory-less behaviors for agents as they 
only require a scalar feedback from the system to the agents 
for them to learn. Besides, these techniques can be used when 
there is uncertainty in the world’s evolution. But the 
convergence of RL algorithms (such as Q-Learning and TD) 
has only been proven for Markov Decision Processes (MDP). 
An MDP can be viewed as a stochastic automaton in which an 
agent’s actions influence the transitions between states, and 
rewards are obtained depending on the states visited by an 
agent. In a fully observable MDP, it is assumed that the agent 
can determine its current state with certainty. Formally, a fully 
observable MDP —that is, the agent knows the true state at 
each time (once that stage is reached) — can be defined as a 
tuple <S,A,T,R>, where S is a finite set of states or possible 
worlds, A is a finite set of actions, T is a state transition 
function, and R is a reward function. The agent can control the 
state of the system to some extent by choosing actions from 
the set A that influence state transitions: movement from the 
current state to some new state. Actions are stochastic in that 
the actual transition cannot generally be predicted with 
certainty. The transition function T describes the effects of 
each action at each state. T(s,a,s') is the probability of ending 
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up in state s' when action a is performed at state s. After each 
transition, the environment generates a reward given by 
R(s,a). The problem is to find the optimal mapping π(s,a) 
between states and actions so as to maximize the reward 
received over time. Such a mapping is called a policy. 
When the system is fully observable its choice of action can 
be based solely on the current state. Thus uncertainty lies only 
in the prediction of an action’s effects, not in determining its 
actual effect after its execution. As pointed out by [7] the 
evolution of the kind of MAS we are interested in is a MDP. 
As is noted before we face two major difficulties: 
• Non-stationary world: Reactive agents with a local view of 
the environment can not use joint actions to solve the problem. 
In fact, other agents are unpredictable elements of the 
environment while they are learning too. Moreover transitions 
from one state of the system to another, as seen by an agent, 
are non-stationary. For example the probability for an agent to 
corporate in a team depends greatly on the decisions of other 
adjacent agents. 
• Partial observability: Agents can only rely on their own 
imperfect, local and partial perception of their world. The 
global state of the system is hidden, which prevents classical 
RL algorithms from finding a globally optimal policy [8]. As 
such, the problem at hand belongs to the class of partially 
observed Markov decision models [9]. 

Classical stationary Partially Observed Markov Decision 
Processes are nearly impossible to solve when there are more 
than a hundred of states [10]. The combination of the two 
problems (i.e non-stationarity and partial observation) makes 
the problem non-solvable without using approximations. In 
the context of partially observable MDP, stochastic behaviors 
perform better than deterministic policies [8]. 

III. PROBLEM DESCRIPTION 
The interactions of agents and their behaviors are considered 
in a game frame work for ignoring the difficulties of the real 
word. The task chosen involves agents in a 30×30 grid world 
whose goal is to save the victims, where there exist multiple 
victims and multiple rescuers. Each rescuer is assumed to be a 
learning agent, whereas the victims does not learn and 
distributes randomly in the environment. Three agents as a 
team are needed for saving one of the victims. 
Our agents are assumed to participate in teams, by selecting 
two other agents between their closest neighbors all around 
and now each team has to visit and save the victims. A rescuer 
can know the location of a victim only when the victim is in 
the rescuer’s sight. The sight of rescuer is decomposed into 4 
different directions {left, front, right and back} (Figure 1). It 
makes the consequence of agent's actions stochastic 
depending on global state of the world and the sequence in 
which agents have been considered to do their actions. 
    The final goal of the agents is to visit and save all the 
victims in the environment. Under these conditions, the 
rescuers need not only to find the path to the victim but also to 
decide each target victim which should be common to the 
rescuers. As far as finding a path to the victim, the rescuers 
must come close to the target victim. On the other hand, 
deciding which victim to target for saves requires additional 

cooperation to form consensus on the sequence of saving the 
victims. Therefore, we need to take the agents’ concurrent 
learning [15] [16] into consideration. 

 
Figure 1: Action set of an agent. 

 
 
    A sequence of visited victims by a team’s member with the 
best performance is desirable. As well as Attending and 
responding the closest request is optimal policy in a client 
server system [5], performance test for a sequence is that be 
sorted in a ascending form of overall distance to all the team’s 
members. 

A. Agents 
We used very simple agents for complexity reasons. It allows 
us to concentrate on the learning aspect of the problem. Our 
agents share the same goal and they have to coordinate to 
reach the common goal. Agents don’t have any explicit 
communication with each other and they have their own 
imperfect and vague local perception of the environment. 
Each agent has its own perception of the world, agent 
perceptions are: 
• Direction of victims which are located in area bound up to 
the closest neighbors of itself (Front, Left, Right, Back). 
• Direction of other agents (Front, Left, Right, Back). 
• Distance from closest agents all around. 
• Is there any victim? 

B. Learning Algorithm 
Agents have to visit and save all the victims which is the final 
state for the system. An agent can know a victim only when 
the victim is in the agent’s sight. 

   Each agent with individual perceptions first, selects one of 
possible actions from the set which consists {Left, Front, 
Right and Back}. The action is selected by the roulette 
selection, soft greedy method [2], in which the selection rate 
of the action is in proportion to its current value. This 
selection method makes agent behave under the stochastic 
policy and explore its strategy. Each action’s value is 
initialized by zero. 
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Next, the action selection is repeated till the agent recognizes 
a victim. 
The agent is rewarded when visit a victim and one step before 
visiting a victim (Figure 2). Rewards are accumulated in a 
variable such as R. In the global consideration, the visiting 
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sequence is rewarded by R and penalized by -1 for each no 
common victim up to two. Additional reward is given to the 
agents when all the victims are visited. 

 
Figure 2: Rewards / states. 

 
    The total reward for each agent is computed by (2). When 
the total reward is got, it reinforces selected actions which are 
stored in the episodic memory of each agent according to a 
credit assignment function f(R, t) (3) as value, in which is 
satisfied rationality theorem. 

)/(P)-(R  reward total cn
c

bn
b

an
a δδδ=  (2) 

Where R is accumulated rewards, P is total penalties, ni is the 
number of steps of ith agent for visiting the victim and 
0.5<δi<1 where can be differed for each agent. 

    This reward function implies the standpoint of 
action_orientation concept learning [17], in which the path to 
the target is rewarded as well as the actions which are 
selected.  

t-Treward total t)f(R, γ×=   (3) 
Where T: time at goal, t=0: time at initial state and 0<γ<1 

which can be decided by 1/(L-1) (L: the average number of 
available action in each state). 

IV. EXPERIMENTAL RESULTS 
We use function  tTn

c
n

b
n
a

cba −×= )4.0()/(P)-(R  t)f(R, δδδ  to 
assign a reward as value to each state-action pair of the 
episodic memory. The δ value is performed here is 0.6 for all 
the agents (note that the lower δ causes more exploration). In 
each experimental condition, agents learn 5000 episodes as a 
trial; the lookup table of each agent is reset after each trial, 
and iterates 10 trials to evaluate the average. 

 
Figure 3: Number of episodes_ Required steps to visit and save all 

the victims. 
 
 
Figure 3 shows the learning curves of the required episodes to 
plan and order of victims visiting according to the conditions. 
The X-axis indicates the number of episodes and the Y-axis 
indicates the average of required steps in 10 trials. 
    To evaluate performance of the rescuers without global 
knowledge, we compared with the baseline condition in which 
a single global agent schedules the ordering of victim visiting. 
In this case, the global agent is given the information about 
the location of all the victims and rescuers, then selects a 
target victim by ),(minarg ijivictimsj agentvictimsDISTANCE∑∈ . Then, 
all agents focus on the target victim, which the global agent 
decided to visit and save, and ignore the other victims. In this 
case, an agent neglects the other victims although they could 
be in its sight. After visiting the first victim, the global agent 
decides the next target and agents repeat the same procedure 
until visiting whole victims. 
Also we compared our proposed learning algorithm with and 
without global agent. In this case, no agent knows the global 
information about the environment and the other agents. So, 
all agents learn and adapt their behaviors individually based 
on own imperfect perception of the world. Each agent find a 
victim, focus on it and try to visit it. In this case, agents might 
try to save no common victim. 
    Figure 4 shows the learning curves of the required steps to 
visit and save the 5 victims (in average). The X-axis indicates 
the number of episodes and the Y-axis indicates the average of 
required steps in 10 trials. The case with global agent 
conditions shows more effective performance than without 
global agent to visit whole victims because the agents’ target 
is always consistent among them. However, what we notice 
here is that the required steps to save the whole victims by the 
case of without global agent algorithm is larger than that in 
proposed learning algorithm. 
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Figure 4: Comparison of with global agent, without global agent and 

proposed algorithm. 
 
 
This fact shows that agents in without global agent based on 
action_orientation concept seem to be thrown into a kind of 
perception and to be compelled them to move unnaturally way 
because they are concealed non target victim from their sights. 

V. CONCLUSION 
In this paper we addressed a multi agent system including 
agents using a Reinforcement Learning algorithm to adapt 
their behavior to the desired global task. To deal with Partial 
observability and non-stationery problems, we have used 
profit sharing learning scheme and a reward function based on 
action_orientation concept learning pointview, which is more 
efficient than other reinforcement learning methods such as Q-
learning or Temporal Difference since it is significantly easier 
to implement and more applicable to real world problems. 

The C++ programs are implemented where agents have to 
coordinate to plan and schedule order of visiting victims. The 
experiments showed the large efficiency of action_orientation 
concept reinforcement learning in decentralized aspect.  
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Abstract— In this paper, a method for feature selection by 

reinforcement learning is considered. Reinforcement learning is the 
problem faced by an agent that learns behavior through trial and error 
interactions with a dynamic environment. The work described here is 
a multi agent system in which the agents which try to coordinate to 
reach common goals, would be learned by considering the ability of 
the features to separate the sample data in order to discriminate them 
as well as possible. This discrimination is under Linear Discriminate 
Analysis; in addition the correlation coefficient does as the weight, 
perspective to maximize the minimum distance of categories. 
 

Keywords— Feature, agent, reinforcement learning, Linear 
Discriminate Analysis, correlation coefficient. 

 

I. INTRODUCTION 
classification model acts as a function, f, mapping from 
features, F, to classes, C. But in many cases we don’t 

know the relative importance of the different features, not how 
they interact. It is very hard to judge the utility of the 
information provided by a feature. We may run into the 
problem highlighted by Rosenfeld [1] that we will never have 
enough data to model rare events – because they are rare. 
Thus the first task of each classifier system will be to decide 
which of the very many possible features will be of use in 
practice. 
    A feature set with the highest ability for separating the 
classes as much as possible is needed. Besides, more features 
mean a larger database/classification model and slower training 
and classification where is related to the curse of dimensionality, 
which refers to the fact that the number of data samples 
required to estimate some arbitrary multivariate probability 
distribution increases exponentially as the number of 
dimensions in the data increases linearly. 
Simple feature selection algorithms are ad hoc, but there are 
also more methodical approaches. From a theoretical 
perspective, it can be shown that optimal feature selection for 
supervised learning problems requires an exhaustive search of 
all possible subsets of features of the chosen cardinality. If 
large numbers of features are available, this is impractical. For 
practical supervised learning algorithms, the search is for a 
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satisfactory set of features instead of an optimal set. Many 
popular approaches are greedy hill climbing approaches. Such 
an approach evaluates a possible subset of features and then 
modifies that subset to see if an improved subset can be found. 
    Evaluation of subsets can be done many ways - some metric 
is used to score the features, and possibly the combination of 
features.Two popular metrics for classification problems are 
correlation [7] and mutual information [1]. These metrics are 
computed between a candidate feature (or set of features) and 
the desired output category. 
    In statistics the most popular form of feature selection is 
called stepwise regression. It is a greedy algorithm that adds 
the best feature (or deletes the worst feature) at each round 
[3].In such algorithms, the chance of the features to be 
selected in each round depends on features which are selected 
since now. So the algorithm is so related to the order of 
selections. Besides, forgetting the features which are selected 
since now is not possible because of lack of back tracking in 
such algorithms. So the selected feature set might be just a 
local optimum. 
    In this paper we are looking towards a ‘third way’. Since it 
is relatively easy to suggest features, but hard to know how 
useful they are, we leave this task up to the learning system. 
We simply suggest a large number of possible features and let 
the system decide which ones to take note of. We considered 
Multi-Agent Systems composed of simple reactive situated 
agents with local perceptions in a decentralized [10] way, 
those try to solve the problem for finding a proper feature set 
in a decentralized way. Thus the agents adjust and accord its 
own behaviors based on reinforcement learning and 
coordinate to each other to learn from the environment. 
    Here, we describe how we have implemented and tested 
this application of machine learning within the multi agent 
system. In section 2 we describe the mathematical framework 
we have adopted, section 3 is a glimpse at reinforcement 
learning and in section 4 the learning algorithm is described, 
while in section 5 a small experiment proposed only as a 
proof-of concept is considered. In section 6 the results and 
comparison is reflected. 

II. FEATURE SPACE 
What features of an object would assist in determining its 
probability of being a correct member of a category? Our aim 
is to reduce the dimension of feature space to the least 
possible one and make diagnosis in this. Such dimension 
should fulfill the following requirements: (i) information lost 
during reduction should be as small as possible, (ii) resulting 
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space should provide sufficient information for certain 
purpose. 

    One scheme is to select features that correlate strongest 
to the classification variable. This has been called maximum-
relevance selection [4]. On the other hand, features can be 
selected to be mutually far away from each other, while they 
still have "high" correlation to the classification variable. This 
scheme, termed as minimum-Redundancy-Maximum-
Relevance selection [3], has been found to be more powerful 
than the maximum relevance selection. As a special case, the 
"correlation" can be replaced by the statistical dependency 
between variables. Mutual information can be used to quantify 
the dependency and redundancy. 

A. Linear discriminate analysis 
The reason is that many parameters (features) are likely to be 
required to characterize it. In addition, when so many features 
are involved, it is difficult to decide the ones that are most 
relevant for recognition. Fisher linear discriminant is a method 
that provides a measure of information about classes 
represented by features. The principle of the method can be 
shown in a feature space. There are clusters of points 
belonging to different classes. Fisher linear discriminant 
assumes that each cluster can be represented by its mean value 
and variance (covariance matrix for more than 1_dimensional 
feature space). The smaller variance inside clusters and higher 
distances between them, the more appropriate the features are. 
Therefore, good features are those for which 
 

 varianceclasses-intra
 varianceclasses-inter 

 

is higher than for others. Since the variance inside the 
individual classes can be different we can use following: 

 

 varianceclass-intrahigher 
classesbetween  variance 

Variance inside classes was not computed as covariance of 
mean values [15], but as covariance of all feature points, 
which is more precise in our case. 
Generally, suppose we have data in n classes. Each class is 
represented by matrix Xi where columns are feature vectors. 
Suppose the following: 
 

])...cov([ 321 nXXXXA =  (1) 
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For deeper insight into values that can be assumed by Fisher 
linear discriminant, we will do the following. Suppose 
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where Ki is a number of vectors in matrix Xi , ∑
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number of vectors in [X1 X2 X3 ...Xn]. 
Values of parameter p can be from interval < 0, 1 >. It was 
found experimentally that: 
1. In case of perfect overlap of classes (they have equal mean 
values and variance of one class is zero), then F= p. 

2. For identical classes (equal mean values and variances 
(covariance matrices)), then F = 1. 
3. If classes are perfectly separable, then F = 1. 
4. In case of only partially overlap, then p< F <1. 

5. If classes are merely separable, then -1< F <1.The higher 
F, the better separability.  

B. Correlation coefficient 
Another way to compare features is multi-correlation 
coefficient R(i). 

)var()var(/),cov()( yxyxiR ii=  (4) 

 

Where cov(x,y) is the covariance matrix of two dimensions x , 
y and var shows the variance. 

The coefficient R(i) is also the cosine between vectors xi 
and y, after they have been centered (their mean subtracted). 
Although the R(i) is derived from R(i) it may be used without 
assuming that the input values are realizations of a random 
variable. In linear regression, the coefficient of determination, 
which is the square of R(i), represents the fraction of the total 
variance around the mean value that is explained by the linear 
relation between xi and y. Therefore, using R(i)2 as a variable 
ranking criterion enforces a ranking according to goodness of 
linear fit of individual variables. The use of R(i)2 can be 
extended to the case of two-class classification, for which 
each class label is mapped to a given value of y. 

Correlation criteria such as R(i) can only detect linear 
dependencies between variable and target. A simple way of 
lifting this restriction is to make a non-linear fit of the target 
with single variables and rank according to the goodness of 
fit. Because of the risk of over fitting, one can alternatively 
consider using non-linear preprocessing (e.g., squaring, taking 
the square root, the log, the inverse, etc.) and then using a 
simple correlation coefficient. 

III. REINFORCEMENT LEARNING 
Reinforcement learning is a technique for an autonomous 
agent that senses and acts in its environment and learns to 
choose the optimal action by means of a reward value 
determining how good the action was the agent played.  The 
agent is not programmed to take a certain action in a certain 
state, instead the agent senses its environment and based on 
these values and prior experience an action will be chosen. 
When the action is performed the agent receives feedback 
from the environment in the form of a numerical reward. High 
rewards correspond to good actions and low rewards 
correspond to bad actions. This feedback is an indication for 
the agent how well it performed by taking that precise action 
in that precise state. The reward will be taken into account 
when computing the next action for that same state. This trial- 
and-error search enables the agent to develop an optimal 
strategy. The action an agent takes directly influences the 
environment's state. Thus actions taken early might not only 
affect the immediate reward but also all subsequent rewards. 
    Reinforcement learning is different from supervised 
learning because there the agent is given examples by an 
external supervisor. From these examples the agent can learn a 
strategy and whenever it encounters a new case it will be 
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classified according to this strategy. This kind of learning has 
two major drawbacks. First the examples provided by the 
supervisor must be representative for all situations. Second, 
the domain the agent is learning in must be explored 
previously the agent can't survive in a completely new 
environment. 
The idea of learning from examples and exploiting the 
experience afterwards can also be found in reinforcement 
learning but without a teacher that supervises the learning 
process. For the agent to obtain high rewards, an agent must 
prefer actions it has tried before and resulted in a high reward. 
But to discover these good actions an agent has to explore 
new, unexplored actions. Finding a good balance between 
exploration and exploitation turns out to be quite challenge. 
    As RL suffers from combinatorial explosion when there are 
a large number of states in the system, using decentralization 
is beneficial in this way, where we have simple agents with 
local perception, each learns its own behavior by itself, state 
space of each agent is not too large and we can avoid this 
computational bottleneck. However, by using this approach 
we encounter some problems: 
• Partial observability: Agents can only rely on their own 
imperfect, local and partial perception of their world. The 
global state of the system is hidden, which prevents classical 
RL algorithms from finding a globally optimal policy [14]. As 
such, the problem at hand belongs to the class of partially 
observed Markov decision models [9]. 

• Non-stationary world: Reactive agents with a local view 
of the environment can not use joint actions to solve the 
problem. In fact, other agents are unpredictable elements of 
the environment while they are learning too. Moreover 
transitions from one state of the system to another, as seen by 
an agent, are non-stationary. To deal with these problems we 
used RL techniques for finding stochastic policies. Actually, 
agents with stochastic behaviors are more adapted to the 
problem of partial perception [2]. 

IV. LEARNING ALGORITHM 
From a theoretical perspective, it can be shown that optimal 
feature selection [4] requires an exhaustive search of all 
possible subsets of features of the chosen cardinality. If large 
numbers of features are available, this is impractical. But by 
using an insidiously trick for selecting features, aspect to their 
values in reinforcement learning, the number of really 
efficient comparisons becomes more practical and can 
overcome to this difficulty. 

All the suggested features would be represented as an 
environment in which for each three features one agent is 
added in this environment, uniformly. The agents share the 
same goal and they have to coordinate to reach the common 
goal. Our agents don’t have any explicit communication with 
each other and they have their own imperfect and local 
perception of the environment. 
An agent can see just three features with no overlapping other 
agents’ sight. A transition from a state to another can be done 
by an agent with selecting an action which is catch a feature, 
or none. This defines a non deterministic finite state 
automaton, whereas the convergence of reinforcement 

learning is proven just for finite state automata [11]. In this 
way the system should be converted to a finite state 
automaton. 
The suggested feature set is divided to subsets with three 
members randomly. This can be supposed the perception of 
each agent of the environment. In each subset a dummy 
member per feature is added to. The ith dummy can be selected 
if ith feature won’t be (Fi is defined as a fraction of feature set 
F and Dj is a dummy member (Fig 1)). 
 

},,{ 321 DDDFT ii U=   
 

    First, when an agent observes current state Ot , it checks its 
look up table to search the matched state as Ot and gets its 
action set At in a decentralized way, which consists of 
available features/dummies at time t. The action selection 
make agent behave under the stochastic policy based on 
exploration. 

 
 

Fig 1. Defined actions for an agent. 
 

    Although ε-greedy action selection [13] is a popular method 
for finding equilibrium between exploration and exploitation 
it has a drawback in the exploration phase. When selecting an 
action at random the agent gives all actions the same 
uniformly distributed chance. A consequence is that the worst 
action is chosen with the same probability of the best action. 
In environments where bad actions lead to heavy penalties this 
behavior is unacceptable. A logical solution would be to base 
the random behavior on the estimated usefulness of the 
actions. 
The action is selected by the roulette selection, soft greedy 
method [12], in which the selection rate of the action is in 
proportion to its current value. This selection method makes 
agent behave under the stochastic policy and explore its 
strategy. The greedy action is still given the highest 
probability of getting selected, but the other actions are ranked 
and weighted according to their estimates. The most common 
softmax action selection method used a Gibbs or Boltzmann 
distribution. An action a is selected with probability 

( ) ∑
=

=
n

b

TbQtTaQt eeaprob
1

/)(/)( /  (5) 
 

where T is a temperature factor that determines the amount of 
exploration. High temperature values will result in a lot of 
exploration and low values result in the exploitation of 
experience. Each action’s value is initialized by zero. 
    After agent outputs the selected action at it checks if a 
reward is given or not. If there is no reward after an action at, 
the agent stores the state-action pair (Ot,at) into its episodic 
memory as a rule, and continues the same cycles until 
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catching the absorbing state. The period from the start to the 
absorbing state, is called an episode. 
    When all the agents complete their episodes, share their 
attainments. The separability of categories would be evaluated 
by this feature set and features which are stored in the 
episodic memory of each agent get a reward Ri according to 
its effect and a credit assignment function f(R, t) which 
satisfies the “rationality theorem [6]” (6). 
 

i
n

i
N

iR ργαλ ×××= )cos(max  (6) 

minmaxmaxmax / λλλλλ −−= mean
N   

)( ijji Max ρρ =   
 

Where Ri is the reward for selecting the ith feature, λN
max is the 

maximum eigen value of covariance matrix of feature set, αi is 
the angel of maximum eigen vector with feature i, n is the 
number of selected features in this episode, ρij is correlation 
coefficient according to ith and jth features in this episode and 
0<γ<1. 
    The gist of this evaluation is that all the selected actions in 
episodic memory are in the same level and no one has priority 
over the others. In the other hand, order of selecting the 
features is not important but the feature set which is attained 
in this episode and its overall effect on the sample data is the 
main attendance. 
Reward +1 is got by the agent which has selected just the 
dummies in this episode. 
The agent by looking at the effective and ineffective features 
over large numbers of episodes tries to find features that can 
separate the categories as much as possible which are the three 
members in own subset with the highest value function. 

V. EXPERIMENTAL RESULTS 
In experiment, the learning feature selection system is 

performed to two different kinds of dataset, symbolic and 
natural, as materials. 

A. Symbolic materials 
RL based learning feature selection method is tested on different 
symbolic datasets such as glass and wine (symbolic datasets) to 
show the performance of reward function as criterion. 
1) Evaluation 
For having a comparison between different versions of LDA, we 
also tested other methods simultaneously. We tested other linear 
methods such as: Linear Discriminate Analysis and K-Nearest 
Neighbors (KNN), Linear Discriminate Analysis, Principal 
Component Analysis [6] and K-Nearest Neighbors classifier. 
Results are shown in Table I and II for glass and wine dataset 
respectively. 

B. Natural materials 
Natural image materials for training and testing are selected 
from the sonogram images of thyroid gland which are 
digitized data from ultra sonographical imaging system 
Toshiba ECCOCEE (console model SSA-340A, transducer 
model PLF-805ST at frequency 8MHz). Data are captured in 
longitudinal cross-sections of both lobes with magnification of 
4cm and stored with amplitude resolution of 8 bits (256 grey 
levels). Examples of these images can be seen in Fig 2. 

TABLE I 
COMPARISON OF METHODS FOR GLASS DATASET. 

 

 Prop+KNN LDA+PCA+K
NN LDA+KNN 

 
TABLE II 

COMPARISON OF METHODS FOR WINE DATASET. 
 

 Prop+KNN LDA+PCA+KNN LDA+KNN 

 
There are two kinds of images: image with normal tissue 

and image with lymphocyte thyroid. A set of ultrasonic 
images which is contained 680 sonograms and pathologically 
proven benign lymphocyte tissue from 350 patients and 
normal tissue from 330 candidates is considered. The data set 
contains only one image from each patient. The patients’ ages 
ranged from 28 to 64 years.  

 

 
Fig 2. The normal and lymphocyte tissues of thyroid gland.  

  a) Normal tissue,  b) Lymphocyte tissue. 

 
1) Feature generation 
Our aim is to classify the thyroid tissue sonogram images in 
corresponding categories as normal or lymphocyte. In this 
way, we based our features simply on the extracted features 
within the images. To do this, a set of 42 features which are 
listed in Table III are designed. The features were chosen to 
have approximately exhaustive and miscellaneous information 
[5][8] about the sonogram image. 
 

TABLE III 
EXTRACTED FEATURES FOR INITIAL FEATURE SET. 

 

 Name Description 

1 Mean Mean 
2 Variance Variance 
3 Entropy Entropy 
4 – 13 Hi1 – Hi10 First ten values of Histogram 
14 – 23 F1 – F10 First ten coefficients of Fourier 
24 – 33 W1 – W10 Wavelet sub bands energy for 3 levels 

34 – 42 H1 – H9 
Haralick features 
(Extracted from co-occurrence matrix 
d=[11,0] ) 

2) Results 
We use the designed features as initial set and perform the RL 
based proposed algorithm with γ=0.5 (note that the lower γ 
causes more exploration) to select the features trough the 
initial space. In this experiment, agents learn 500 episodes. 
The result of this proposed method is given comparison with 
result of a popular greedy method which could be considered 
as a baseline. 
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    From the list of features which are extracted from the data 
(Table III), a greedy algorithm such as forward feature 
selection (following [1]) that considers first the best feature, 
then the best second feature that can be added to the first, the 
best third feature that can be added to the first two, and so on. 
The algorithm halts when the additional benefit of adding 
another feature falls below some threshold. 
 

TABLE IV 
PROPOSED FEATURES USING GREEDY & RL BASED ALGORITHMS. 

 

 Name Greedy Alg. RL based Alg. 

1 Mean – – 
2 Variance – – 
3 Entropy – – 
4 – 13 Hi1 – Hi10 Hi1, Hi2, Hi3 – 
14 – 23 F1 – F10 – – 
24 – 33 W1 – W10 W1, W3, W5–W9 W1–W10 
34 – 42 H1 – H9 H2, H4, H9 H2, H4  

 
Table IV shows the result of proposed RL based feature 

selection algorithm as well as result of a greedy algorithm 
aspect to Linear Discriminate Analysis criterion. 
3) Evaluation 
To evaluate the selected features, 90% of sonograms are used 
for training set and the 10% of them reserved for testing. The 
procedure was then repeated 10 times for each possible 
division between test and training. The results seem consistent 
across each rotation of data. 
The results of classification of sonograms as normal and 
lymphocyte using the K-Nearest Neighbors (KNN) classifier 
are shown in Table V. 
 

TABLE V 
RECOGNITION RATE ASPECT TO GREEDY FEATURE 

SELECTION COMPARISON WITH RL BASED METHOD. 
 

 RL based 
(Prop)+KNN 

Greedy 
(LDA)+KNN 

Normal 96.85% 93.72% 
Lymphocyte 95.49% 91.34%  

VI. CONCLUSION 
In this paper we addressed a multi agent system including 
agents using a Reinforcement Learning algorithm to adapt 
their behavior to the desired global task which is finding an 
optimal feature set with the smallest loss information during 
reduction and sufficient information for certain purpose. To 
avoid problems such as combinatorial explosion as it happens 
in algorithms such as L plus- R mines we used a trick in 
decentralized approach.  
We have proposed a new algorithm based on reinforcement 
learning according to a powerful criterion, which is more 
efficient than other methods such as greedy algorithm 
(Forward or Backward) and significantly more applicable and 
rapid to execute. This algorithm also makes the consideration 
of possible permutation of features empirical. 
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Abstract— Recently various features based on the combination 

of different spectro-temporal parameters were proposed for 
instruments recognition.  In this context, this paper investigated   
the optimal dimension features that can be extracted from the 
spectral information. The coding process is obtained by using the 
neural networks models where the hidden layer compresses the 
original information. The number of the unit cells corresponds to 
the optimal dimension of the features vectors. Rather, various 
architectures of back-propagation and radial basis networks 
were applied as classifiers and their results were compared. The 
musical notes used in the test processing were not presented in 
the previous training session. The discrete Fourier transform 
vectors extracted from each segment were used as parameters, 
with the objective to evaluate only the magnitude of the spectral 
information convoyed to discriminate between musical sounds 
instrument. The Music Instrument Sample Database (UIOWA) 
was used for this experiment. The number of instrument was 
increased from 14 to 19 compared to previous research. With the 
proposed method, a perfect score is obtained where the 
recognition is achieved on the basis of the family level (String, 
Brass, Reed and Flute). However, when the recognition was 
achieved based on the instrument level, the performance score is 
decreased. With the spectral information 17 of 19 instruments 
were identified and all the family was well recognized.  The 
results show that the temporal information is not important for 
family classification but should be consider for instrument 
identification. 
 

Index Terms—audio, musical instrument, neural network, 
pattern recognition. 
 

I. INTRODUCTION 
INCE the early 1980s speech signal processing and 

analysis has been realized and has advanced progressively 
in various fields of practice. Over the years, many disciplines 
have emerged and concentrated research in areas such as 
speech recognition, speaker identification, speaker 
verification, speaker segmentation, segments clustering, 
language recognition and so forth.  

Recently many studies have been oriented to musical signal 
analysis and processing in order to respond to the high 
demand of internet users and to countless multimedia 
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applications. The demand includes audio indexing, automatic 
transcription, genre classification, singer identification and 
instrument recognition.  

A musical signal can be viewed as random symbol (note) 
generated by a combination of an output of the hidden 
sources. When only one source (instrument) is present at any 
moment of time, we are addressed to the isolated note known 
as the monophonic recordings. Many previous studies have 
focused on the monophonic case. Brown et al.[Brown  01] in 
their studies compared various features in the automatic 
identification of woodwind musical instruments by using the 
speaker identification techniques. The examined features 
included cepstral coefficients, constant-Q coefficients, spectral 
centroide, autocorrelation coefficients and moments of the 
time signal. The best accuracies results were identified 
between 79% and 84%. The higher-order statistics moments 
were examined by Dubnov et al. [Dubnov 97]. They 
concluded that these features are adequate to discriminate well 
between instruments of different families and are not robust to 
discriminate between instruments within the same family. 
Krishna and Sreenivas [Krishna 04] proposed Line Spectral 
Frequencies as features using a Gaussian Mixtures Models 
(GMM). They reported the best score of 95% at family level 
and 90% at 14 instrument level compared to MFCC and LPC 
features. Marques and Moreno [Marques 99] have proposed a 
GMM model and support vector machines using the FFT 
based cepstral coefficients, LPC and MFCC features set. A 
score of 70% was obtained with 9 instruments. 

 
When more than one source can be presented at any 

moment in time, then the case is qualified as the polyphonic 
recordings.  Research on the polyphonic case has been 
particularly challenging and complex with limited studies 
contributed to this field. The following research investigates 
exclusively a combination of 2 or 3 simultaneous notes. 
Among other studies, Kashino and Murase [Kashino 99] 
describe an approach of the sound source identification based 
on the template adaptation and music stream extraction. A 
missing features technique in the GMM classifier was 
introduced by Eggink and Brown [Eggink 03].  

 
In this paper, we proposed the use of different neural 

networks structures for music instruments recognition. A 
neural network with magnitude spectral information without 
any temporal information may be considered to analyze 
indirectly how the spectral information contributes to 
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characterize specifically the musical instrument. The hidden 
layer with a number of unit cells fewer than the input layer has 
also been used to explore the coding capacity and the 
dimension reduction of the input vector features. 
Comparatively to other experiments (studies) the database was 
augmented to 19 instruments originating from four families. 
All experiments in this study are focused on the monophonic 
recordings. 

A. Models 
Neural network is a formal model inspired from the 

organization of biological cells to learn many tasks in a 
diver’s field. Neural networks was applied with success in 
many application as pattern recognition, signal control and 
time series analysis. The main propriety is that we can learn 
only from input data (unsupervised learning) or from input-
output data (supervised learning). In the following research, 
only supervised work is addressed. 

B. Backpropagation neural network  
A Multilayer Perceptron (MLP) neural network with back-

propagation was used as classifier (see Fig. 1). The structure is 
composed from an input layer where the training data vector is 
injected. The hidden layer is supposed to realize a 
compression when the number of cells is lower than the input 
layer cells and an extension when the number of cells is 
greater than the input layer cells. The output is an encoding 
process that characterizes which categories are to be 
recognized. The network is an acyclique form fully connected. 
In the following study, the number of cells in hidden layer was 
taken from following numbers: 20, 40, 80 and 120.  

The fastest and steepest descent with the momentum 
algorithm was used in the training process to update the 
networks weight and biases in the negative direction of the 
gradient.  

The learning occurs according to the following parameters: 
the learning rate is fixed to 0.1, and the momentum constant is 
fixed to 0.9. The multilayer network uses the sigmoid transfer 
function that generates outputs from 0 to 1 at each unit cell.  

 
Effectively, the input goes between negative to positive 

infinity. In the case of the classification tasks, the output of 
the sigmoid function can be interpreted as the approximation 
of posteriors probabilities of classes.  

C. Radial basis networks 
The Radial Basis Functions (RBF) network is composed of 

two layers: the hidden radial basis layer and the output 
competitive layer. The first layer computes distance 
similarities between the input and each of the prototype 
vectors representing the classes. This can be interpreted as a 
projection over some mean or centre mass. The second layer 
based on the activity of the first layer produces a probability 
vector as output. The transfer function for the radial basis 
neuron is: exp(-d2), where d is the similarity distance.  All 
experiments are realized with the neural network toolbox of 
The MathWorks, Inc.[Matlab 03].   

 
 

II. METHODOLOGY 

A. Parameters estimation 
 The energy with a dynamic threshold is done as criterion to 

detect the start and the end of each note. Indeed the efficiency 
value of the threshold was verified and adjusted manually to 
minimize the error detection. The time duration for each note 
was divided on adjacent window off 1024 points to calculate 
the magnitude of the Fast Fourier Transform (FFT) vector. By 
symmetry, only 512 points were kept for the following 
process. Hence the input of all proposed networks is set to 512 
cells. The number of the output cells was also set to 5 where 
only 19 combinations were used to characterize each 
instrument. The rest of the other combinations were 
considered as reject decisions. Rather to coding the resonance 
of the system (vocal tract), with the magnitude of the FFT all 
the information related to the excitation source and vocal tract 
remain here. However the dimension is greater but inside our 
objective is to explore the compression (dimension reduction) 
via the hidden layer without evaluating the mapping function.  

 

B. Database 
The collection of instruments used in this work was from 

the database of the 1University of Iowa, Musical Instrument 
samples. The collection was composed of 19 instruments 
coming from four families (String, Brass, Reeds, and Flutes) 
as follows:  

Violin, Sop Sax, Tenor Trombone, Oboe, French Horn, 
Flute, EbClarinet, Cello, BbClarinet, Bass Trombone, 
Bassoon, Bass Flute, Alto Sax, Alto Flute, BassClarinet, Bass, 
Trumpet, Tuba and Viola.  

A set of 248 isolated notes for all theses instruments were 
used to train (first half of data) and to test (rest of data) the 
proposed systems. 

 
 

III. RESULTS AND DISCUSSION 

The following tables presented in this section illustrate the 
diagonal score recognition of the confusion matrix. The SR 

 
1 University of Iowa’s Music Instrument Samples, 

http://theremin.music.uiowa.edu/MIS.html 
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Figure 1: Multilayer Perceptron Neural Network Structure
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(19) line corresponds to the score performance with 19 
instruments. Precisely, it is the sum of the score obtained 
respectively by the MAR and MIR criterions. The SR (14) 
line corresponds to the score performance with 14 instruments 
added to the score obtained respectively by the MAR and MIR 
criterions. This last score is proposed mainly to compare the 
proposed system (with 19 instruments) to previous studies 
(with 14 instruments) that used different methods. The SR line 
also reports the score recognition for families as combined the 
MAR and the MIR scores.  

 
 

 TABLE I 
Score Recognition for Instruments Identification Using the 
Mean of  Features and the  MLP Networks: SR(19) Is the  

Score for 19 Instruments and SR(14) Is the Score Recognition 
for 14 Instruments Using the Criterion MIR and MAR 

 Number of unit cells for 
MLP 

instruments 20 40 60 
Violin 20% 40% 40% 

Sop Sax 15% 33% 17% 
Tenor Trombone 31% 12% 14% 

Oboe 19% 33% 30% 
French Horn 13% 15% 21% 

Flute 10% 6% 8% 
EbClarinet 23% 14% 16% 

Cello 29% 30% 23% 
BbClarinet 67% 66% 66% 

Bass Trombone 17% 22% 20% 
Bassoon 32% 43% 32% 

Bass Flute 14% 23% 17% 
Alto Sax 10% 10% 15% 

Alto Flute 38% 19% 43% 
BassClarinet 7% 9% 10% 

Bass 98% 98% 97% 
Trumpet 24% 15% 11% 

Tuba 34% 42% 42% 
Viola 86% 90% 89% 
MIR 5/19 5/19 5/19 
MAR 3/19 3/19 3/19 

SR(19) 8/19 8/19 8/19 
SR(14) 5/14 6/14 6/14 

 
 
 
 

TABLE II 
Score Recognition for Instruments Identification with MLP 

Networks: SR(19) is the  Score for 19 Instruments and SR(14) 
is the Score Recognition for 14 Instruments Using the 

Criterion MIR and MAR  
 Number of unit cells for 

MLP 
 20 60 120 240 

String 69% 75% 73% 69% 

Brass 40% 45% 40% 40% 
Reeds 45% 46% 47% 45% 
Flutes 32% 29% 28% 32% 
MIR 3/4 3/4 3/4 3/4 
MAR 1/4 1/4 1/4 1/4 

SR 4/4 4/4 4/4 4/4 
 

 

TABLE III 
Score Recognition for Instruments Identification Using the 
Mean of Features and the MLP Networks: SR (19) Is the 

Score for 19 Instruments and SR (14) Is the Score 
Recognition for 14 Instruments Using the Criterion MIR and 

MAR 

 Number of unit cells for MLP 
instruments 20 60 120 240 

Violin 32% 72% 71% 70% 
Sop Sax 29% 31% 36% 41% 

Tenor Trombone 62% 56% 62% 57% 
Oboe 32% 29% 37% 34% 

French Horn 20% 27% 23% 19% 
Flute 18% 19% 20% 22% 

EbClarinet 20% 27% 31% 29% 
Cello 62% 65% 68% 71% 

BbClarinet 66% 68% 74% 73% 
Bass Trombone 19% 23% 23% 23% 

Bassoon 49% 49% 51% 49% 
Bass Flute 26% 33% 36% 39% 
Alto Sax 32% 43% 46% 47% 

Alto Flute 32% 37% 38% 39% 
BassClarinet 12% 14% 24% 24% 

Bass 74% 82% 78% 79% 
Trumpet 50% 44% 52% 52% 

Tuba 59% 93% 95% 96% 
Viola 79% 83% 85% 85% 
MIR 8/19 9/19 7/19 8/19 
MAR 7/19 7/19 9/19 8/19 

SR(19) 15/19 16/19 16/19 16/19 
SR(14) 11/14 12/14 12/14 12/14 

  
 

A. Single vector parameter by each notes 
In this experiment and under the assumption that the 

spectral properties remain unchanged, one codes each note by 
only one vector feature which is the average of the FFT 
vectors estimated from all frames. The interest of this 
procedure is the reduction of the computing time. However, 
the results show that this strategy can be applicable for 
classification by family and unfortunately none interesting for 
the instruments classification. 

 
Tables I and II illustrate the score recognition with this 

strategy. With the efficient MAR criterion only 3 instruments 
over 19 are recognized which is very lower. This means that 
the mean of the FFT is not appropriate to discriminate well the 
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instrument music individually. However, with families’ 
instruments a good score is obtained so this technique can be 
used for this purpose. 

 

B. Multiple  vectors  parameters by each notes 
In this experiment the parameters are estimated as 

illustrated in the (subsection II.A) . 
 
Table III illustrates the score recognition of the instruments 

for various architectures of multilayer perceptron neural 
networks. With 19 instruments, the best performance was 
obtained with the architecture containing respectively 60, 120 
and 240 unit cells in the hidden layer. With 120 unit cells, 7 
instruments were recognized with MIR criterion and 9 
instruments with the MAR criterion to produce a performance 
rate of 16/19. Some instruments were identified with a higher 
rate and the others were identified with a weaker score. This 
fact, can be interpreted as some instruments convey a specific 
spectral information that enhances the inter-variability 
between different instruments. The instruments then 
recognized with lower score are affected principally by the 
higher similarity related to instruments coming from the same 
family. One can remark that the individual performance rate 
increases from the neural structure with 20 nodes in the 
hidden layer to the structure with 60 nodes. Then the rate 
performance remains almost stable between the 120 and 240 
nodes structures. We can conclude that optimal structure is 
there with 120 nodes in hidden layer in order to reduce the 
time calculation and the memory capacity. 

 
Table IV illustrates the diagonal score recognition of the 

confusion matrix for various architectures of the multilayer 
perceptron networks with the family instruments accuracy. 
Only one family is recognized with MIR score and 3 out of 4 
are identified with MAR. This shows that there is more 
similarity between instruments of the same family and 
therefore best performance is attained.  

 
Table V and VI illustrate the impact of modifying the 

training and testing data set. The collection of database was 
divided in two different ways in order to construct a new set 
of the data training and testing. Then, two neural networks 
models with 120 unit cells in hidden layer were used to learn 
from each data distribution. The performance score was 
increased for 19 instruments from a rate of 16/19 to 18/19 at 
the instrument level and remained with the same performance 
at instrument level family. The results reveals for having an 
optimal performance, we should take into account the way of 
choosing the training data. 

 
 
 
 
 
 

 

TABLE IV 
Score Recognition for Families Instruments with MLP 

Network. SR Is the Score Recognition Using the Criterion 
MIR and MAR 

 Number of unit cells for 
MLP 

 20 60 120 240 
String 73% 83% 83% 84% 
Brass 59% 64% 68% 64% 
Reeds 51% 50% 53% 51% 
Flutes 39% 45% 43% 45% 
MIR 1/4 1/4 1/4 1/4 
MAR 3/4 3/4 3/4 3/4 

SR 4/4 4/4 4/4 4/4 

  

 
 TABLE V 

Impact of Training Data Set.  Score Recognition Basis 
Instruments with MLP Networks: SR(19) Is the  Score for 19 

Instruments and SR(14) Is the Score Recognition for 14 
Instruments Using the Criterion MIR and MAR 

 

 Number of unit cells 
for MLP 

instruments 120 120 
Violin 71% 77% 

Sop Sax 36% 39% 
Tenor Trombone 62% 50% 

Oboe 37% 29% 
French Horn 23% 16% 

Flute 20% 19% 
EbClarinet 31% 32% 

Cello 68% 66% 
BbClarinet 74% 73% 

Bass Trombone 23% 41% 
Bassoon 51% 43% 

Bass Flute 36% 40% 
Alto Sax 46% 40% 

Alto Flute 38% 26% 
BassClarinet 24% 17% 

Bass 78% 77% 
Trumpet 52% 53% 

Tuba 95% 91% 
Viola 85% 83% 
MIR 7/19 10/19 
MAR 9/19 8/19 

SR(19) 16/19  18/19  
SR(14) 12/14  14/14  

 
 

 

 

TABLE VI 
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Impact of Training Data Set.  Score Recognition for Families 
Instruments with MLP Networks. SR Is the Score Recognition 

Using the Criterion MIR and MAR 

 Number of 
unit cells for 

MLP 
families 120 120 
String 83% 85% 
Brass 68% 67% 
Reeds 53% 51% 
Flutes 43% 41% 
MIR 1/4 1/4 
MAR 3/4 3/4 

SR 4/4 4/4  
 
      With 14 instruments the score increased for 19 from a 

rate of 12/14 to 14/14. Compared to a previous work [Krishna 
04] using the same database with 14 instruments, the Line 
Spectral Frequencies (LSF) as parameters and 46 Mixtures 
Gaussians Models (GMM), approximately the same 
performance were observed. 

 

 

TABLE VII 
Score Recognition for Instruments with RBF Network. SR Is 

the Score Recognition Using the Criterion MIR and MAR 

instruments RBF 
Violin 100% 

Sop Sax 39% 
Tenor Trombone 14% 

Oboe 50% 
French Horn 17% 

Flute 24% 
EbClarinet 24% 

Cello 62% 
BbClarinet 74% 

Bass Trombone 21% 
Bassoon 47% 

Bass Flute 37% 
Alto Sax 47% 

Alto Flute 25% 
MIR 7/14 
MAR 4/14 

SR(14) 11/14 

. 

 
 
 
 
 
 
 

 

TABLE VIII 
Score Recognition for Instruments Identification Using the 
Mean of  Features and the  MLP Networks: SR(19) Is the  

Score for 19 Instruments and SR(14) Is the Score Recognition 
for 14 Instruments Using the Criterion MIR and MAR 

Families RBF 
 

String 41% 
Brass 28% 
Reeds 46% 
Flutes 44% 
MIR 4/4 
MAR 0/4 

SR 4/4 
 
 
Tables VII and VIII report the score recognition 

respectively for the 14 instruments and the 4 families with the 
Radial Basis Functions. The total family score is the same as 
the multilayer perceptron neural network but the score 
elements of the diagonal confusion matrix decrease 
significantly. However with the instruments only 11/14 are 
registered as score performance with the RBF network. 

 
 

IV. CONCLUSION 

Music processing, recognition, identification, segmentation 
is now an immense challenge and practical reality. In this 
study, we are interested in the instrument identification task in 
the monophonic context. We used only the spectral 
information as parameters by applying a discrete Fourier 
transform. Different architectures and models of neural 
networks were experimented as classifiers. We found that the 
spectral information is sufficient to discriminate well the 
family instrument but it cannot only work well to recognize 
each instrument particularly those coming from the same 
family. The best score is obtained with back-propagation 
neural network with 60 and 120 unit cells at the hidden layer. 
It was also noted that that the choice of the training and testing 
data play a crucial role and must be considered as another 
factor for enhancing performance of the instruments 
recognition cases.  
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Object Detection and Classification with
Applications to Skin Cancer Screening

Jonathan M Blackledge, Fellow, IET and Dmitry A Dubovitskiy, Member, IET

Abstract— This paper discusses a new approach to the
processes of object detection, recognition and classification in
a digital image. The classification method is based on the appli-
cation of a set of features which include fractal parameters such
as the Lacunarity and Fractal Dimension. Thus, the approach
used, incorporates the characterisation of an object in terms of
its texture.

The principal issues associated with object recognition are
presented which includes two novel fast segmentation algorithms
for which C++ code is provided. The self-learning procedure for
designing a decision making engine using fuzzy logic and mem-
bership function theory is also presented and a new technique for
the creation and extraction of information from a membership
function considered.

The methods discussed, and the ‘system’ developed, have
a range of applications in ‘machine vision’. However, in this
publication, we focus on the development and implementation
of a skin cancer screening system that can be used in a general
practice by non-experts to ‘filter’ normal from abnormal cases so
that in the latter case, a patient can be referred to a specialist.
A demonstration version of the application developed for this
purpose has been made available for this publication which is
discussed in Section IX.

Index Terms— Computer vision, Segmentation, Object recog-
nition, Contour tracing, Decision making, Self-learning, Fuzzy
logic, Image morphology, Skin cancer screening.

I. I NTRODUCTION

I MAGE analysis involves the use of image processing
methods that are often designed in an attempt to provide

a machine interpretation of an image, ideally, in a form that
allows some decision criterion to be applied [1], [2]. Pattern
recognition uses a range of different approaches that are not
necessarily based on any one particular theme or unified
theoretical approach. The main problem is that, to date, there is
no complete theoretical model for simulating the processes that
take place when a human interprets an image generated by the
eye, i.e. there is no fully compatible model, currently available,
for explaining the processes of visual image comprehension.
Hence, machine vision remains a rather elusive subject area
in which automatic inspection systems are advanced without
having a fully operational theoretical framework as a guide.
Nevertheless, numerous algorithms for understanding two-
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and three-dimensional objects in a digital image have and
continue to be researched in order to design systems that can
provide reliable automatic object detection, recognition and
classification in an independent environment, e.g. [3], [4], [5],
[7].

Vision can be thought of as the process of linking parts of
the visual field (objects) with stored information or ‘templates’
with regard to a pre-determined significance for the observer.
There are a number of questions concerning vision such as:
(i) what are the goals and constraints? (ii) what type of
algorithm or set of algorithms is required to affect vision?
(iii) what are the implications for the process, given the types
of hardware that might be available? (iv) what are the levels
of representation required to achieve vision? The levels of
representation are dependent on what type of segmentation
can and/or should be applied to an image. For example, we
may be able to produce primal sketches from an image via
some measure of the intensity changes in a scene which
are recorded as place tokens and stored in a database. This
allows sets of raw components to be generated, e.g. regions of
pixels with similar intensity values or sets of lines obtained by
isolating the edges of an image scene, computed by locating
regions where there is a significant difference in the intensity.
However, such sets are subject to inherent ambiguities when
computed from a given input image and associated with those
from which an existing data base has been constructed. Such
ambiguities can only be overcome by the application of high-
level rules, based on how humans interpret images, but the
nature of this interpretation is not always clear. Nevertheless,
parts of an image will tend to have an association if they share
size, colour, figural similarity, continuity, shading and texture,
for example. For this purpose, we are required to consider how
best to segment an image and what form this segmentation
should take.

The identification of the edges of an object in an image
scene is an important aspect of the human visual system
because it provides information on the basic topology of the
object from which an interpretative match can be achieved. In
other words, the segmentation of an image into a complex
of edges is a useful pre-requisite for object identification.
However, although many low-level processing methods can be
applied for this purpose, the problem is to decide which object
boundary each pixel in an image falls within and which high-
level constraints are necessary. Thus, in many cases, a principal
question is, which comes first, recognition or segmentation?

Compared to image processing, computer vision (which
incorporates machine vision) is more than automated image
processing. It results in a conclusion, based on a machine
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performing an inspection of its own. The machine must be
programmed to be sensitive to the same aspects of the visual
field as humans find meaningful. Segmentation is concerned
with the process of dividing an image into meaningful regions
or segments. It is used in image analysis to separate features or
regions of a pre-determined type from the background; it is the
first step in automatic image analysis and pattern recognition.
Segmentation is broadly based on one of two properties in
an image: (i) similarity; (ii) discontinuity. The first property
is used to segment an image into regions which have grey
(or colour) levels within a predetermined range. The second
property segments the image into regions of discontinuity
where there is a more or less abrupt change in the values
of the grey (or colour) levels.

In this paper, we consider an approach to object detection in
an image scene that is based on a new segmentation algorithm
for edge recognition using a Contour Tracing Algorithm.
This algorithm differs from conventional ‘edge detection’
techniques in two respects: (i) it is not based on detecting
first or second order gradients in an image using conventional
FIR filters [2]; (ii) it is independent of any binarisation process
through application of a threshold. After detection, the object
is analysed in terms metrics derived from both a Euclidean
and fractal geometric perspective, the output fields being used
to train a fuzzy inference engine. The recognition structure is
based on some of the image processing, analysis and machine
vision techniques reported in [6], for example. The approach
considered is generic in that it can, in principle, be applied to
any type of imaging modality for which there are numerous
applications that include speech and image recognition where
self-calibration and learning is often mandatory. Example
applications may include remote sensing, non-destructive eval-
uation and testing and other applications which specifically
require the classification of objects that are textural. However,
in this paper we focus on one particular application, namely,
the diagnosis of skin cancer for screening patients through
a general practice. The system reported is, in principle, just
one of a number of variations which can be used for medical
image analysis and classification in general. This is because
the system includes features that are based on the textural
properties of an image (defined in terms of fractal geometric
parameters including the Fractal Dimension and Lacunarity)
which is an important theme is medical image analysis.

II. FEATURE DETECTION AND CLASSIFICATION

Suppose we have an image which is given by a function
f(x, y) and contains some object described by a set of features
S = {s1, s2, ..., sn}. We consider the case when it is necessary
to define a sample which is somewhat ‘close’ to this object
in terms of a matching set. This task can be reduced to
the construction of some function determining a degree of
proximity of the object to a sample - a template of the
object. Recognition is the process of comparing individual
features against some pre-established template subject to a
set of conditions and tolerances. This process commonly
takes place in four definable stages: (i) image acquisition and
filtering (as required for the removal of noise, for example);

(ii) object location (which may include edge detection); (iii)
measurement of object parameters; (iv) object class estimation.
We now consider aspects of each step, details of which are
discussed in the following sections. In particular, we consider
the design features and their implementation together with
their advantages, disadvantages and proposals for a solution
whose application, in this paper, focuses on the problem of
designing a skin cancer screening system. It is for this reason,
that the examples given to illustrate the steps proposed, are
‘system related’.

Image acquisition depends on the technology that is best
suited for integration with a particular application. For pattern
recognition in histopathology, for example, high fidelity digital
images are required for image analysis whose resolution is,
at least, compatible by the image acquisition equipment used
for human inspection, e.g. an optical microscope. The colour
images used in the current application discussed in this paper
are, in general, relatively noise free and are digitised using a
standard CCD camera. Nevertheless, it is important that good
quality images are obtained that are homogeneous with regard
to brightness and contrast through application of well diffused
light sources. Unless consistently high quality images can be
generated that are compatible with the sample images used
to design a given computer vision system, then that same
system can be severely compromised. The system discussed
in this paper is based on an object detection technique that
includes a novel segmentation method and must be adjusted
and ‘fine tuned’ for each area of application. This includes
those features associated with an object for which fractal
models are well suited [1], [2], [14].

The system described in this paper provides an output (i.e. a
decision) using a knowledge database which generates a result
(a decision) by subscribing different objects. The ‘expert data’
in the application field creates a knowledge database by using
supervised training with a number of model objects [9]. The
recognition process is illustrated in Figure 1, a process that
includes the following steps:

1) Image Acquisition and Filtering.
A physical object is digitally imaged and the data trans-
ferred to memory, e.g. using current image acquisition
hardware available commercially. The image is filtered
to reduce noise and to remove unnecessary features such
as light flecks.

2) Special Transform: Edge Detection.
The digital image functionfm,n is transformed into
f̃m,n to identify regions of interest and provide an input
dataset for segmentation and feature detection operations
[8]. This transform avoids the use of conventional edge
detection filters which have proved to be highly unreli-
able in the present application.

3) Segmentation.
The image{fm,n} is segmented into individual ob-
jects{f1

m,n}, {f2
m,n}, . . . to perform a separate analysis

of each region. This step includes such operations as
thresholding, morphological analysis, edge or contour
tracing (Section IV) and the convex hull method (Section
V).

4) Feature Detection.
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Fig. 1. Recognition process

Feature vectors{x1
k}, {x2

k}, . . . are computed from the
object images{f1

m,n}, {f2
m,n}, . . . and corresponding

transformed images{f̃1
m,n}, {f̃2

m,n}, . . . . The features
are numeric parameters that characterize the object
inclusive of its texture. The feature vectors computed
consist of a number of Euclidean and fractal geometric
parameters together with statistical measures in both
one- and two-dimensions. The one-dimensional features
correspond to the border of an object whereas the two-
dimensional features relate to the surface within and/or
around the object.

5) Decision Making.
This involves assigning a probability to a predefined
set of classes [12]. Probability theory and fuzzy logic
[10] are applied to estimate the class probability vec-
tors {p1

j}, {p2
j}, . . . from the object feature vectors

{x1
k}, {x2

k}, . . . . A fundamental problem has been to
establish a quantitative relationship between features and
class probabilities, i.e.

{pj} ↔ {xk}

where↔ denotes a transformation from class probability
to feature vector space. A ‘decision’ is the estimated
class of the object coupled with the probabilistic accu-
racy [11].

This paper reports on a number of new algorithms that have
been designed to solve problems associated with the above
steps. Two new morphological algorithms for object segmen-
tation have been considered which include auto-threshold se-
lection. One of these algorithms - a contour tracing algorithm

- extracts parameters associated with the spatial distribution
of an object’s border. This algorithm is also deployed in the
role of feature detection. Another algorithm, that is concerned
with computing a boundary with the ‘convex hull’ property,
has been designed for operation in an environment where we
do not have preliminary information about object position and
orientation.

With regard to the decision making engine, the approach
considered is based on establishing an expert learning proce-
dure in which a Knowledge Data Base (KDB) is constructed
based on answers that an expert makes during normal manual
work. Once the KDB has been developed, the system is ready
for application in the field and provides results automatically.
However, the accuracy and robustness of the output depends
critically on the extent and completeness of the KDB as well
as on the quality of the input image, primarily in terms of
its compatibility with those images that have been used to
generate the KDB. The algorithm discussed in Section IV
has no analogy with previous contour tracing algorithms and
has been designed to trace the contour of an object with any
level of complexity to produce an output that consists of a
consecutive list of coordinates. The algorithm is optimised in
terms of computational efficiency and can be realised in a
compact form suitable for hardware implementation.

III. SEGMENTATION

Segmentation is implemented by adaptive thresholding and
morphological analysis. The adaptive image threshold is given
by

T =

{
Tx, Tx ≥ Ty;
Ty, otherwise.

where

Tx =
1
2

(
min

y

(
max

x
f(x, y)

)
− 〈max

x
f(x, y)〉y

)
+〈max

x
f(x, y)〉y,

Ty =
1
2

(
min

x

(
max

y
f(x, y)

)
− 〈max

y
f(x, y)〉x

)
+〈max

y
f(x, y)〉x.

Here,〈·〉x and〈·〉y are the means within columnx and rowy,
respectively. This approach provides a solution for extracting
the most significant features associated with a well defined
object in the image frame. Thus, if an object covers an
extensive image space, then this ‘filter’ provides the fastest
compact solution. For example, in the skin cancer screening
application considered here, there is preliminary information
based on the fact that there is just one object on the image (as
shown in the example given in Figure 2). In order to obtain a
clear boundary, the morphological analysis applied here selects
objects with a predefined area.
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Fig. 2. Example of object segmentation applied to a skin cancer screening
system.

IV. D ETOUR OVER AN OBJECTCONTOUR: CONTOUR

TRACING ALGORITHM

After application of the segmentation algorithm described
in the previous section and subsequent binarisation, the two
dimensional (binary) representation of the object is the index
map fbin[m,n]. This map has the same dimensions as the
initial image f [m,n] ≡ fm,n where ‘1’ corresponds to the
object and ‘0’ corresponds to the background image. It is
then necessary to generate a serial list of boundary coordinates
associated with the edge in which the inscribed object is set.
Here, we use a novel detour algorithm on an object contour to
derive this list of coordinates. The algorithm is both efficient
and accurate and is profile independent when compared to
other published algorithms, e.g. [13].

Consider the image in Figure 3. The start point (point
‘A’ in Figure 3) is not significant and, if necessary, can be
determined from previous processing stages. For simplicity,

Fig. 3. Detour along an object contour

let the detour algorithm for evaluating an objects contour be
named ‘Sprocket wheel’ because this virtual sprocket is rolled
on to a virtual contour. Let us now zoom in on the image
and observe how this sprocket wheel looks together with the

binary map of an object as in Figure 4. We take the minimum
radius of the wheel equivalent to the distance between two
points on the image corresponding to a surface consisting of
3×3 elements. Let point ‘A’ correspond to a wheel axle, with
the dashed-line curve, as given in Figure 3, showing its track.
One of the points of the wheel will be connected to the objects
edge at point ‘B’ (Figure 3). From the initial conditions, the
coordinates of arbitrary points ‘A’ and ‘B’ are known. These
coordinates can be recovered from preliminary processing or
can be found by scanning for the nearest transition from 0 to
1. Thus, the coordinate of a point 0 will correspond to the
coordinate of a point ‘A’, and 1 according to a point ‘B’. The

Fig. 4. Structure of a sprocket wheel

direction of movement has no value in the example above and
so we consider a counter-clockwise motion. The motion of the
virtual sprocket continues along the boundary with the current
position of the axis conforming to the initial conditions. For
simplicity, we assume that the object does not involve the
image boundary. The C++ code for this algorithm is given in
Figure 5 which computes the list of coordinates of the edge
points of the segmented and binarised object. An example of
implementing this algorithm is given in Figure 6 for the object
given in Figure 9. The red line of connected points in the
figure shows the edge of the object. With reference to the C++
code given in Figure 5, the coordinate data are contained in
arraysListDotsX[0...ks] andListDotsY [0...ks] for X and
Y , respectively.

The advantage of this algorithm over conventional edge
detection techniques is that the system considers not only the
brightness gradient but also the spatial distribution in terms
of the object as a whole. The benefit of this approach is that
the movement of axial coordinates occurs less often than the
change of edge points and therefore, the computational costs
are reduced on average by a factor 2-3 and depend only on
the complexity of the object.

The contour generating algorithm described above, whose
details are compounded in the C++ code given, is of value in
determining the edges of a binarised image. However, in the
application considered in this paper, it is applied to produce
a contour signal whose fractal properties are used to compute
one of a number of features which are discussed later.
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Fig. 5. C++ algorithm for contour generation (object edge recognition)
int ks=0;
ListDotsX[0]=StartX;
ListDotsY[0]=StartY;
long DotX[9]={0,-1,0,1,1,1,0,-1,-1};//Extend surface of
long DotY[9]={0,-1,-1,-1,0,1,1,1,0};//wheel from axle.
int Ox=StartX;// Set position of points ‘A’ and ‘B’.
int Oy=StartY+1;
int ht,HaveToch=2;
do { // Cycle while not returning to initial coordinates.

for (nl=1;nl<=7;nl++){ // Cycle surface of wheel.
ht=HaveToch+nl;
if (ht>8) ht=ht-8;
x1=Ox+DotX[ht]; //Calculate coordinates for
y1=Oy+DotY[ht]; //surface of the wheel.
if ( * (pp + x1 * h + y1)==0){ //If 0 then move the wheel

Ox=x1; // axle and calculate the point of tangency
Oy=y1; // of surface with object edge.
if((ht==1)||(ht==3)||(ht==5)||(ht==7)) HaveToch=ht+5;
if((ht==2)||(ht==4)||(ht==6)||(ht==8)) HaveToch=ht+6;
if (HaveToch>8) HaveToch=HaveToch-8;
break;

}
if ( * (pp + x1 * h + y1)==1){ //If 1 then check the

if ((x1==StartX)&&(y1==StartY)) break;// initial
ks=ks++;//conditions
ListDotsX[ks]=x1;// and save the edge
ListDotsY[ks]=y1;// coordinate of the object.

}
}

} while ((x1!=StartX)||(y1!=StartY));

Fig. 6. Result generated by the Contour Walk Algorithm

V. CONVEX HULL ALGORITHM: ‘SPIDER’

We now consider the task of obtaining the coordinates of a
convex polygon for a binarised image. The binary image has
been selected for explanatory purposes only. However, in gen-
eral, this algorithm can be used as a segmentation procedure
for image recognition. This task is given in the MathWorks
MATLAB function ‘Qhull’. However, the algorithm designed
for this application differs from that available in MATLAB
in terms of its simplicity, reliability and computational speed.
The reason for this is that the number of cycles performed is
limited and equal only to the total border length of the object.

The main idea can be thought of in terms of a ‘Spider’
walking over a contour and pulling a thread behind it. This
thread is attached to the object. At the ‘point of curvature’,
the thread stores the coordinates of the outer polygonal point.
Thus, the path of the perimeter around the object provides the
coordinates of all the outer polygonal points as illustrated in
Figure 7. For the initial conditions, we select a position of

Fig. 7. Coordinate determination for a Convex Hull

Fig. 8. C++ algorithm for Convex Hull
{NListDotsX[02 * ((maxX-minX)+(maxY-minY))] //Create dot list

NListDotsY[02 * ((maxX-minX)+(maxY-minY))]}//of bound object.
ListDotsX[0]=StartX; // Set the initial coordinates
ListDotsY[0]=StartY; // for end of thread.
int nc=0,x4,y4,Mx4,My4;
double fi,cs,sn,step,r,RR,bz,sz;
for(nt=0;nt<(2 * ((maxX-minX)+(maxY-minY)));nt++){//Begin walk

fi=atan2(NListDotsY[nt]-StartY,... // around object.
NListDotsX[nt]-StartX);

RR=sqrt(pow((NListDotsX[nt]-StartX),2)+...
+pow((NListDotsY[nt]-StartY),2));

cs=cos(fi);
sn=sin(fi);
if (fabs(sn)>fabs(cs)){ //Calculate the step length.

bz=fabs(sn);
sz=fabs(cs);

}else{
bz=fabs(cs);
sz=fabs(sn);

}
step=sqrt(pow(((sz * (1-bz))/bz),2)+pow((1-bz),2))+1;
for (r=0;r<=RR;r+=step){ // Search for all objects

x4=round((double)StartX + r * cs);//in line of thread.
y4=round((double)StartY + r * sn);
if ( * (ppg + x4 * h + y4) == 1){

Mx4=x4; // Save last coordinate
My4=y4; // in temporary variables.

}
}
if (((Mx4!=StartX)&&(My4!=StartY)) || //Last dot check.

((Mx4==StartX)&&(Mx4==NListDotsX[nt])&&(Mx4!=NListDotsX[nt+1]))||
((My4==StartY)&&(My4==NListDotsY[nt])&&(My4!=NListDotsY[nt+1]))){

StartX=Mx4; // Assign new start coordinates.
StartY=My4;
nc=nc++;
ListDotsX[nc]=StartX; // Save list of coordinates
ListDotsY[nc]=StartY; // for polygon.

}
}

a thread. Clearly, this will be along one of the four image
boundaries. The direction of a detour and the selection of the
initial conditions does not depend on these conditions. In the
example considered here, the detour is clockwise and starts
along the left vertical boundary of the image. The C++ code
for this algorithm is given in Figure 8.

This algorithm is also useful for defining the geometric
location of separated points or objects and can be applied to
the development of computer recognition systems, in general.
An example of computing this type of polygon for the object
is given in Figure 9, the output being represented by the
green line. The convex hull algorithm provides information on
the basic geometry of the object which yields information on
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Fig. 9. Object with Contour and Convex Hull

the boundary area, the perimeter and so on. These Euclidean
metrics are used to derive features which are discussed in the
following section.

VI. FEATURE DETERMINATION

Features (which are typically compounded in a set of
metrics - floating point or decimal integer numbers) describe
the object state in an image and provides the input for a
decision making engine (Figure 1). The features considered in
this paper are computed in the spatial domains of the original
image{fm,n} and transformed image{f̃m,n}. Further, these
features are extracted from different colour channels - Red
(R), Green (G) and Blue (B) - captured by the CCD array.
The issue of what type, and how many features should be used
to develop a computer vision system, is critical in the design.
The system considered here has been developed to include
features associated with the texture of an object, features
that are compounded in certain parameters associated with
the field of fractal geometry. Texture is particularly important
in medical image classification and of primary importance
in the application (skin cancer screening) considered in this
paper. The following features and their derivatives have been
considered (primarily through numerical experimentation) in
the recognition system reported in this paper:

Average GradientG
describes how the intensity changes when scanning
from the object center to the border. The object
gradient is computed using the least squares method
compounded in the following result:

g =

N
∑

(m,n)∈S

rm,nf̃m,n −
∑

(m,n)∈S

rm,n

∑
(m,n)∈S

f̃m,n

N
∑

(m,n)∈S

r2
m,n −

 ∑
(m,n)∈S

rm,n

2 ,

whereN is the number of pixels defining an object of
compact supportS andrm,n is the distance between
(m,n) and the center(m′, n′), i.e.

rm,n =
√

(m−m′)2 + (n− n′)2.

The center coordinates(m′, n′) correspond to the
local maximums off̃m,n within the cluster. The
cluster gradient is the average of object gradients,

G = 〈gi〉i∈S

wherei ∈ S is the object index.
Colour CompositesΥ andΥD

characterise the relationship between the R, G and B
layers of the transformed image. The triangle formula

r(a, b, c) =

√
(s− a)(s− b)(s− c)

s
,

s =
1
2
(a + b + c)

is applied to the ‘colour triangle’ RGB such that the
following pixel colour composite is obtained

υm,n = r(a, b, c)

where

a = f̃R
m,n, b = f̃G

m,n, c = f̃B
m,n

andυD = r(a, b, c) with

a = |f̃R
m,n − f̃G

m,n|, b = |f̃G
m,n − f̃B

m,n|

and
c = |f̃R

m,n − f̃B
m,n|.

The average colour composites are then given by

Υ = 〈υm,n〉(m,n)∈S ,ΥD = 〈υD
m,n〉(m,n)∈S .

Fourier Dimensionq
determines the frequency characteristics of the object
and is related to the fractal dimensionD by q =
4 − D [1], [2]. It represents a measure of texture
[14] and describes a random fractal image with a
power spectrum of the form

P 2(kx, ky) = c|k|−2q,

where |k| =
√

k2
x + k2

y is the spatial frequency and
c is a constant. Bothq andc can be computed using
a least squares method [14].

Lacunarity (Gap Dimension)Λk

characterizes the way the ‘gaps’ are distributed in
an image [2], [14]. The gap dimension is, roughly
speaking, a measure of the number of light or dark
regions in an image. It is defined for a degreek by

Λk =

〈∣∣∣∣ fm,n

〈fm,n〉
− 1

∣∣∣∣k
〉 1

k

,

where〈fm,n〉 = 1
N

∑
fm,n denotes the mean value.

In the system described in this paper, an average of
local Lacunarities of the degreek = 2 is measured.

Symmetry FeaturesSn andM
are estimated by morphological analysis in a three-
dimensional space, i.e. two-dimensional spatial coor-
dinates and intensity. A symmetry featureSn is mea-
sured for a given degree of symmetryn (currently
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n = {2, 4}). This value shows the deviation from a
perfectly symmetric object, i.e.Sn is close to zero
when the object is symmetric andSn > 0 otherwise.
FeatureM describes the fluctuation of the centre of
mass for pixels with different intensities;M = 0 for
symmetric objects andM > 0 otherwise.

Structureγ
provides an estimation of the 2D curvature of the
object in terms of the following:

γ < 0, if object bulging is less than a threshold,

γ = 0, if the object has standard bulging,

γ > 0, if object has a higher level of bulging.

Geometrical Features
include the minimumRmin and maximumRmax

radius of the object (or ratioRmax/Rmin), object
areaS, object perimeterP (or ratio S/P 2) and the
coefficient of infill S/SR, whereSR is the area of
the bounding polygon which, in this application, is
determined using the convex hull algorithm given in
Section V.

The present solution detects objects by computer analysis
using mixed mode features that are based on Euclidean and
fractal metrics. The procedure of object detection is performed
at the segmentation stage and needs to be adjusted for each
area of application. The recognition algorithm then makes a
decision using a knowledge database and outputs a result by
subscribing objects based on the features defined above. The
‘expert data’ associated with a given application creates a
knowledge database by using the supervised training system
with a number of model objects as described in the following
section.

VII. O BJECTRECOGNITION

In order to characterize an object, the ‘system’ has to know
its mathematical representation. Here, this representation is
based on the features considered in the previous section which
are used to create an image of the object in the ‘electronic
mind’. This includes the textural features (Fractal Dimension
and Lacunarity) for the object coupled with the Euclidean
and morphological measures defined. In the case of a general
application, all objects are represented by a list of parameters
for implementation of supervised learning - Section VII(B) -
in which a fuzzy logic system automatically adjusts the weight
coefficients for the input feature set.

The methods developed represent a contribution to pattern
recognition based on fractal geometry (at least in a partial
sense), fuzzy logic and the implementation of a fully automatic
recognition scheme as illustrated in Figure 10 for the Fractal
DimensionD (just one element of the feature vector used in
practice). The recognition procedure uses the decision making
rules from fuzzy logic theory [9], [10], [11], [12] based on all,
or a selection, of the features defined and discussed in Section
VI which are combined to produce a feature vectorx.

Fig. 10. Basic architecture of the diagnostic system based on the Fractal
DimensionD (a single feature) and decision making criteriaβ.

A. Decision Making

The class probability vectorp = {pj} is estimated from
the object feature vectorx = {xi} and membership functions
mj(x) defined in a knowledge database. Ifmj(x) is a mem-
bership function, then the probability for eachjth class and
ith feature is given by

pj(xi) = max
[

σj

|xi − xj,i|
·mj(xj,i)

]
whereσj is the distribution density of valuesxj at the point
xi of the membership function. The next step is to compute
the mean class probability given by

〈p〉 =
1
j

∑
j

wjpj

wherewj is the weight coefficient matrix. This value is used
to select the class associated with

p(j) = min [(pj ·wj − 〈p〉) ≥ 0]

providing a result for a decision associated with thejth class.
The weight coefficient matrix is adjusted during the learning
stage of the algorithm.

The decision criterion method considered here represents a
weighing-density minimax expression. The estimation of the
decision accuracy is achieved by using the density function

di = |xσmax − xi|3 + [σmax(xσmax)− pj(xi)]
3

with an accuracy determined by

P = wjpj −wjpj
2
π

N∑
i=1

di.

B. Supervised Learning Process

The supervised learning procedure is the most important
part of the system for operation in automatic recognition mode.
The training set of sample objects should cover all ranges of
class characteristics with a uniform distribution together with
a universal membership function. This rule should be taken
into account for all classes participating in the training of the
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system. An expert defines the class and accuracy for each
model object where the accuracy is the level of self confidence
that the object belongs to a given class. The Graphical User
Interface (GUI) designed for the training procedure is shown
in Figure 13. During this procedure, the system computes and
transfers to a knowledge database, a vectorx = {xi}, which
forms the membership functionmj(x). The matrix of weight
factors wj,i is formed at this stage accordingly for theith

parameter andjth class using the following expression:

wi,j =

∣∣∣∣∣1−
N∑

k=1

(
pi,j(xk

i,j)− 〈pi,j(xi,j)〉
)
pi,j(xk

i,j)

∣∣∣∣∣ .

The result of the weight matching procedure is that all
parameters which have been computed but have not made any
contribution to the characteristic set of an object are removed
from the decision making algorithm by settingwj,i to null.

VIII. D ISCUSSION

The methods discussed in the previous sections represent
a novel approach to designing an object recognition system
that is robust in classifying textured features, the application
considered in this paper, having required a symbiosis of the
parametric representation of an object and its geometrical
invariant properties. In comparison with existing methods, the
approach adopted here has the following advantages:

Speed of operation.The approach uses a limited but effec-
tive parameter set (feature vector) associated with an object
instead of a representation using a large set of values (pixel
values, for example). This provides a considerably higher oper-
ational speed in comparison with existing schemes, especially
with composite tasks, where the large majority of methods
require object separation. The principal computational effort
is that associated with the computation of the features defined
in Section VI given the fast algorithms discussed in Sections
IV and V.

Accuracy. The methods constructed for the analysis of
sets of geometrical primitives are, in general, more precise.
Because the parameters are feature values, which are not
connected to an orthogonal grid, it is possible to design
different transformations (shifts, rotational displacements and
scaling) without any significant loss of accuracy compared
with a set of pixels, for example. On the other hand, the overall
accuracy of the method is directly influenced by the accuracy
of the procedure used to extract the required geometrical
tags. In general, the accuracy of the method will always be
lower, than, for example, classical correlative techniques. This
is primarily due to padding, when errors can occur during
the extraction of a parameter set. However, by using precise
parametrisation structures based on the features defined in
Section VI, remarkably good results are obtained.

Reliability. The proposed approach relies first and foremost
on the reliability of the extraction procedure used to establish
the geometrical and parametric properties of objects, which,
in turn, depends on the quality of the image; principally in
terms of the quality of the contours. It should be noted that
the image quality is a common problem in any vision system

and that in conditions of poor visibility and/or resolution, all
vision systems will fail. In other words, the reliability of the
system is fundamentally dependent on the quality of the input
data.

An additional feature of the system discussed in this paper,
is that the sub-products of the image processes can be used
for tasks that are related to image analysis such as a search for
objects in a field of view, object identification, maintaining an
object in a view field, optical correction of a view point and so
on. These can include tasks involving the relative motion of an
object with respect to another or with respect to background
for which the method considered can also be applied - collision
avoidance tasks, for example.

Among the characteristic disadvantages of the approach, it
should be noted that: (i) The method requires a considerable
number of different calculations to be performed and appro-
priate hardware requirements are therefore mandatory in the
development of a real time system; (ii) the accuracy of the
method is intimately connected with the required computing
speed - an increase in accuracy can be achieved but may be
incompatible with acceptable computing costs. In general, it
is often difficult to acquire a template of samples under real
life or field trial conditions which have a uniform distribution
of membership functions. If a large number of training objects
are non-uniformly distributed, it is, in general, not possible to
generate accurate results.

The original approach to the decision process proposed
includes the following important steps: (i) the estimation of the
density distribution is accurately determined from the original
samples in the membership function during a supervised
learning phase which improves the recognition accuracy under
non-ideal conditions; (ii) the pre-filtering procedures provide
a good response to the required features of the object without
generating noise; (iii) the segmentation procedures discussed
in Sections IV and V efficiently select only those objects
required; (iv) computation of fractal parameters, in particular,
the Lacunarity, helps to characterize the textural features (in
terms of their classification) associated with the object.

The integration of Euclidean with fractal geometric parame-
ters provides a more complete ‘tool-kit’ for pattern recognition
in combination with supervised learning through fuzzy logic
criteria. In the following section, we consider the application
of our approach for the design of a skin cancer screening
system. Other applications that have been considered to date
include a surface inspection system for quality control in the
manufacture of steel, details of which will be considered in a
future publication.

IX. A PPLICATION TO SKIN CANCER SCREENING:
ORSCSS

In this section, we describe the basis and operational per-
formance associated with the Oxford Recognition Skin Cancer
Screen System (ORSCSS) developed by Oxford Recognition
Limited (ORL) in collaboration with Loughborough Univer-
sity.

Malignant Melanomas are increasingly common and a po-
tentially fatal form of skin cancer, the incidence of which is
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increasing at a rate greater than any other form of cancer.
It is often difficult to visually differentiate a normal mole
from abnormal and general practitioners do not usually have
significant expertise to diagnose skin cancers. Skin cancer
specialists can improve the identification rate by over 80%
but are often severely overloaded by referrals from regional
general practices. It is possible for a general practitioner to
take a high quality digital image of the suspect region on a
patients skin and email the result to a remote diagnosis center.
However, this can also lead to a (remote) overload and it is for
this reason that the system discussed here has been considered
in response to developing a screening method that can ‘filter’
benign melanomas in a general practice.

The system developed has been designed for use with a
standard PC with input from a good quality digital camera
using Commercial Off-The Shelf hardware. It analyses the
structure of a mole or other skin ‘defects’, detects cancer-
identifying features, makes a decision using a knowledge
database and outputs a result. Skin cancer experts create a
knowledge database by training the system using a number of
case-study images. This produces a KDB which ‘improves’
with the use of the system.

The current system is composed of the following basic
steps:

1) Filtering
The image is Wiener filtered [2] to reduce noise and
remove unnecessary and obtrusive features such as light
flecks.

2) Segmentation
The image is segmented to perform a separate analysis
of each object (moles and/or other skin features). Two
segmentation modes are available:

• Automatic Mode
The software identifies a mole as the largest and
darkest object in the image. This mode is applicable
in most cases.

• Manual Mode
The area of interest is manually selected by the user.
This is most useful in cases when multiple moles
and/or foreign objects are present in the image with
possible overlapping features, for example.

3) Feature Detection
For each object, a set of recognition features are com-
puted based on those discussed in Section VI. The
features are numeric parameters that describe the object
in terms of a variety of Euclidean and fractal geometries
and statistical features in one- and two-dimensions. The
one-dimensional features correspond to the border of
a mole and the two-dimensional features relate to the
surface within the object boundary. In addition, a recog-
nition algorithm is used to analyse the molestructure
as illustrated in Figure 11. This provides information on
the possible growth of the object when an inspection is
undertaken over a period of time.

4) Decision Making
The system uses fuzzy logic to combine features into a
decision. A decision is the estimated class of the object

and its accuracy. In this particular application, the output
is designed to give two classes:normal and abnormal.
This provides the simplest output with regard to the use
of the system in a general practice in which abnormal
cases are immediately referred to a specialist.

Fig. 11. Analysis of the structure of a mole for comparative growth analysis.

A. Key Advantages

The technology delivers high accuracy and automation
which has been made possible by the following innovations:

Fractal analysis
Biological structures (such as body tissues) have
natural fractal properties. Numeric measurements of
these properties enables efficient and effective detec-
tion of abnormalities.

Extended set of detectable features
High accuracy is achieved when multiple features are
measured together and combined into a single result.

Advanced fuzzy logic engine
The knowledge-based recognition scheme used en-
ables highly accurate diagnosis and offers significant
improvements over current diagnostic methods.

B. Knowledge Database

ORSCSS is a knowledge-based system and requires exten-
sive training before clinical operation. The training process
includes a review and probabilistic classification of appropriate
images by experts who can input results using the interface
shown in Figure 13. The minimal number of training images
depends on the number of classes and the diversity of objects
within each class. An analysis and estimation of the number
of (normal and abnormal) training images required is given
in Section IX(H). The following sections describe how this
application can be downloaded, installed and implemented.
The demo version, which has been made available for this
publication, includes documentation which is itemised in the
following sections.

C. Platform Requirements

System Requirements
• Windows 98/ME/2000/XP
• CD-ROM Drive
• 256 MB RAM
• 30 MB hard disk space
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Image Requirements

• Input format: JPEG, BMP or TIF
• Image size: 640x480 to 1024x728

(higher image resolution requires RAM of 512 Mb and
more)

• Good focus with no motion blur
• Uniform lighting
• Capture of the object which is well centred in the image

frame and does not, for example, extend beyond the
image boundaries

D. Installation

1) The downloadable demo version of ORSCSS is available
from hppt://www.oxreco.com/setup.zip.

2) Installation is initiated throughsetup.exe from
the root folder in which the downloaded application
has been placed (after unzipping the downloaded file
setup.zip).

3) Follow the instructions on screen.

E. Recognition Mode

1) Click Load Image and select an image of a mole or
other skin ‘defect’. Samples can be found in folder
Pictures, which, by default, reside in

...\ORSCSS Demo\Pictures\.

2) Click Recognise All. If the object(s) is not located
automatically, then clickRecognise Selectionand select
the area of interest.

3) Recognition and class estimation takes approximately 20
seconds (for a typical modern PC operating under an XP
windows environment) producing an output of the type
given in (Figure 12).

F. Teaching

1) The default knowledge database is loaded from

...\ORSCSS Demo\bin\def.kdb.

To create a new database, selectNew knowledge DB
from theFile menu (see Figure 14).

2) Click Load Image and select a picture of a mole, for
example.

3) Click Teach All. If the mole is not found automatically
click Teach Selectionand select the area of interest.

4) ORSCSS analyses the mole for 10-30 seconds where-
upon the Teaching Dialog (Figure 13) pops up. Enter
your estimation:

a) Class: number 1 (for Abnormal) or 2 (for Normal),
b) Probability: a number between 0.0 and 1.0. 1.0

means you are absolutely sure, whereas zero should
not normally be used. Typical values are 0.90-0.95.

5) Repeat Steps 1-4 above to process all training images.
6) SelectSave knowledge DB...from File (see Figure 14)

and enter a file name for the knowledge database.

Fig. 12. Recognition result

Fig. 13. Teaching dialog

G. User Interface

Main Window
The commands available from the main window (see Fig-

ure 2) are summarised in Table 1.
File Menu

The file menu is given in Figure 14 whose menu items and
actions are summarised in Table II.
Command Line Execution

To launch the system in automatic mode type:

ORSCSS.exe "LoadGraf" %1

where%1is an image name (JPEG, BMP or TIFF formats are
supported).

H. Estimation of the Minimal Number of Samples

There are approximately 65,000 new cases of skin cancer
each year in the UK, which is about 5% of the total number
of patients examined annually [15]. Letp be the probability
of unrecognized cases. Thenq = 1 − p is the probability of
recognized cases and the number of mistakes is determined
by Sk

n = Ck
npkqn−k where n is number of experiments,

k is the number of misidentifications andCk
n = n!

k!(n−k)! .

ISAST Transactions on Intelligent Systems, No. 1, Vol. 1, 2008 
J.M. Blackledge and D.A. Dubovitskiy: Object Detection and  
Classification with Applications to Skin Cancer Screening43



Button Action
Load Image loads image in JPEG, BMP or TIF

formats
Teach All performs teaching in automatic

mode
Teach Selection performs teaching in manual mode
Recognise All performs recognition in automatic

mode
Recognise Selection performs recognition in manual

mode
Exit closes the application
Zoom switches on/off the zoom mode

(use the left mouse button to zoom
in and the right button to zoom out)

Show Structure displays the mole boundary and
features for growth analysis

TABLE I

BUTTONS AND ASSOCIATED ACTIONS ON THE MAIN WINDOW OF

ORSCSS.

Menu Item Action
New knowledge DB resets knowledge database
Open knowledge DB... loads knowledge database from a

kdb file)
Save knowledge DB... saves knowledge database to a kdb

file
Open Image... loads image in JPEG, BMP or TIF

formats
Exit closes the application

TABLE II

MENU ITEMS AND ASSOCIATED ACTIONS OFORSCSSFILE MENU.

Our problem is to compute the number of images (tests)n
required to estimate the error probability within the range
±1% (0.01) and degree of confidenceα = 0.99. Assuming
the error is normally distributed with a standard deviation of
σ, the probability of estimating the sampling fractionw within
a degree of confidence∆ is defined by

P (|w − p| ≤ ∆) = Φ(t),

where

Φ(t) =
2√
2π

∫ t

0

e−x2/2dx,

p is the probability of the error andt = ∆/σ. Suppose we
find p for 0.01 and letp′ be the real probability. Setting the

Fig. 14. File menu

confidence interval atα = 0.99, our minimal error is

P (|p′ − p| < 0.01)

so that
P (|Sn

k − pn|0.01n) < α

which, by the law of large numbers yields

0.01
√

n
√

pq
≥ 2.58

or √
n ≥ 2580

√
pq

For all p, pq ≤ 1/4 ⇒ n ≥ 16641 and if p < 0.1 thenq > 0.9
andpq < 0.1. We can then evaluate the minimal requirement
n, i.e.

n ≥ 6656

However, in practice, this number may not be enough to assess
the accuracy of the recognition system due to the following
reasons: (i) the assumption thatp and w are constant for all
types of moles is very doubtful and it is necessary to carry
tests with a variety of skin defects; (ii) the recognition quality
will significantly vary in time during the test process since
the knowledge database is constantly updated. Nevertheless,
the value ofn given here provides an order of magnitude of
the number of images required to train the system effectively.

I. Comparison with other approaches

There are a number of commercially available products
which offer a range of aids and tools for skin cancer detection.
Some of them use an extensive database to estimate the
pathology and may require a relatively significant amount
of time to make a decision. Other products calculate several
properties and represent them graphically. Medical staff are
then used to make a final decision. More interesting tech-
niques involve the capture of images using different sen-
sors or a multiplicity of different images. However, these
systems are as yet, not approved for clinical diagnosis and
are not a referenced form of dermatoscopy. The following
list provides some of the more common products in the
field: (i) MoleMAX - http://www.molechecks.com.au; (ii)
DermLite - http://www.dermlite.com/mmfoto.html; (iii) Der-
moGenius Lite - http://www.dermogenius.de; (iv) MelaFind
- www.melafind.com. Comparing these products with the
methods developed for this paper, it is clear that there are
no other automatic recognition systems with self-adjusting
procedures and self-controlled functions. The tests undertaken
to date, have established the capacity for ORSCSS to be used
in routine clinical conditions provided extensive training of the
system has been undertaken.

X. CONCLUSION

This paper has been concerned with the task of developing
a methodology and implementing applications that are con-
cerned with two key tasks: (i) the partial analysis of an image
in terms of its fractal structure and the fractal properties that
characterize that structure; (ii) the use of a fuzzy logic engine
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to classify an object based on both its Euclidean and fractal
geometric properties. The combination of these two aspects
has been used to define a processing and image analysis engine
that is unique in its modus operandi but entirely generic in
terms of the applications to which it can be applied.

The work reported in this paper is part of a wider inves-
tigation into the numerous applications of pattern recognition
using fractal geometry as a central processing kernel. This
has led to the design of a new library of pattern recognition
algorithms including the computation of parameters in addition
to those that have been reported here such as the information
dimension, correlation dimension and multi-fractals [14]. The
inclusion or otherwise of such parameters in terms of improv-
ing vision systems such as the one considered here remains
to be understood. However, from the work undertaken to date,
it is clear that texture based analysis alone is not sufficient in
order to design a recognition and classification system. Both
Euclidean and fractal parameters need to be combined into a
feature vector in order to develop an operational vision system
which includes objects that have textural properties such as
those associated with medical imaging.

The creation of logic and general purpose hardware for arti-
ficial intelligence is a basic theme for any future development
based on the results reported in this paper. The results of
the current system can be utilized in a number of different
areas although medical imaging would appear to be one of
the most natural fields of interest because of the nature of the
images available, their complex structures and the difficulty
of obtaining accurate diagnostic results which are efficient
and time effective. A further extension of our approach is to
consider the effect of replacing the fuzzy logic engine used
to date with an appropriate Artificial Neural Network (ANN).
It is not clear as to whether the application of an ANN could
provide a more effective system and whether it could provide
greater flexibility with regard to the type of images used and
the classifications that may be required.
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Knowledge Map Layer for Distributed Data Mining
Nhien-An Le-Khac, Lamine M. Aouad and M-Tahar Kechadi

Abstract— Nowadays, massive amounts of data which are often
geographically distributed and owned by different organisations are
being mined. As consequence, a large mount of knowledge is
being produced. This causes the problem of efficient knowledge
management in distributed data mining (DDM). The main aim of
DDM is to exploit fully the benefit of distributed data analysis while
minimising the communication overhead. Existing DDM techniques
perform partial analysis of local data at individual sites and then
generate global models by aggregating the local results. These two
steps are not independent since naive approaches to local analysis
may produce incorrect and ambiguous global data models.

To overcome this problem, we introduce ”knowledge map” ap-
proach to represent easily and efficiently the knowledge mined in
a large scale distributed platform such as Grid. This approach is
developed and integrated in a DDM framework. This will also
facilitate the integration/coordination of local mining processes and
existing knowledge to increase the accuracy of the final model. Our
”knowledge map” is being tested on real large datasets.

Keywords— distributed data mining, knowledge map, knowledge
management

I. INTRODUCTION

While massive amounts of data are being collected and
stored from not only science fields but also industry and com-
merce fields, the efficient mining and management of useful
information of this data is becoming a scientific challenge
and a massive economic need. This led to the development
of distributed data mining (DDM) techniques [16][17] to deal
with huge and multi-dimensional datasets distributed over a
large number of sites. This phenomenon leads to the problem
of managing the mined results, so called knowledge, which
becomes more complex and sophisticated. This is even more
critical when the local knowledge of different sites are owned
by different organisations. Existing DDM techniques is based
on performing partial analysis on local data at individual
sites and then generating global models by aggregating these
local results. These two steps are not independent since
naive approaches to local analysis may produce incorrect and
ambiguous global data models. In order to take the advantage
of mined knowledge at different locations, DDM should have a
view of the knowledge that not only facilitates their integration
but also minimises the effect of the local results on the
global models. Briefly, an efficient management of distributed
knowledge is one of the key factors affecting the outputs of
these techniques.

Recently, many research projects on knowledge manage-
ment in data mining were initiated [29][13][1]. Their goals are
to tackle the knowledge management issues as well as present
new approaches. However, most of them propose solutions for
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centralised data mining and only few of them have attempted
the issues of large scale DDM. Moreover, some recent research
works [4] have just provided a manner of managing knowledge
but not the integration and coordination of these results from
local results.

Fig. 1. ADMIRE’s core architecture

In this paper, we propose a ”knowledge map”, an approach
for managing knowledge of DDM tasks on large scale dis-
tributed systems and also supporting the integration views of
related knowledge. The concept of knowledge map has been
efficiently exploited in managing and sharing knowledge [24]
in different domains but not yet in DDM techniques. Our main
goal is to provide a simple and efficient way to handle a large
amount of knowledge built from DDM applications in Grid
environments. This knowledge map helps to retrieve quickly
any results needed with a high accuracy. It will also facilitate
the merging and coordination of local results to generate global
models. This knowledge map is one of the key layers of
ADMIRE [18] (Fig.1), a framework based on Grid platform
for developing DDM techniques to deal with very large and
distributed heterogeneous datasets.

The rest of this paper is organised as follows: In section II,
we give some backgrounds of knowledge representation and
knowledge map concept as well as related projects. We present
the architecture of our knowledge map in section III. Section
IV presents knowledge map’s operations. Implementation is-
sues of knowledge map are presented in section V and an
evaluation of this approach is presented in section VI. Finally,
we conclude in section VII.

II. BACKGROUND

In this section, we present some methods for represent-
ing knowledge in data mining. We discuss the concept of
knowledge map and its use in managing the knowledge. This
section will be ended by related work on knowledge map and
knowledge management.

Regular Paper 
Original Contribution 
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Fig. 2. Knowledge representations

A. Knowledge representation

There are many different ways of representing mined knowl-
edge in literature, such as decision tables, decision trees
(Fig.2), classification rules, association rules, instance-based
and clusters. Decision table is one of the simplest ways of
representing knowledge. The columns contain set of attributes
including the decisions and the rows represent the knowledge
elements. This structure is simple but it can be sparse because
of some unused attributes. Decision tree approach is based
on ”divide-and-conquer” concept where each node tests a
particular attribute and the classification is given at the leaves
level. However, it has to deal with missing value problem.
Classification rules [9] are a popular alternative to decision
tree. Association rules [9] are kind of classification rules ex-
cept that they can predict any attribute and this gives them the
flexibility to predict combinations of attributes too. Moreover,
association rules are not intended to be used together as a set
as classification rules are.

Classification rules as well as association rules are a kind
of production rules [2] that are widely used in knowledge
representation [12]. A rule is a knowledge representation
technique and a structure that relates one or more causes, or
a situation, to one or more effects (consequents) or actions. It
is also called cause-effect relationships represented by an ”IF
{cause expression} THEN {conclusion expression}”. The IF
part of the rule is an cause expression composed of causes,
and the effects are contained in the conclusion expression
of THEN, so that the conclusions may be inferred from the
causes when they are true. A rule may also be extended
to an uncertain rule or a fuzzy rule by adding appropriate
attributes. Briefly, the knowledge of an intelligent system could
be represented by using a number of rules. In this case, these
rules are usually grouped into sets and each set contains rules

related to the same topic. In the data mining, rules can be used
in the representation of knowledge learnt from classification
tasks, association rules tasks, etc. It is also called rule-based
classification [14] in classification problems where a set of
”IF, THEN” rules including attributes such as coverage and
accuracy is applied. Moreover, rules can be extracted from
other kinds of model representations such as decision tree,
neural network, etc. In association rule tasks, knowledge is
represented by a set of rules with two attributes: confidence
and support.

The instance-based knowledge representation uses the in-
stances to represent what is mined rather than inferring a
rule set and store it instead. The problem is that they do not
make explicit the structures of the knowledge. In the cluster
approach, the knowledge can take the form of a diagram to
show how the instances fall into clusters. There are many kinds
of cluster representations such as space partitioning, Venn
diagram, table, tree, etc. Clustering [9] is often followed by a
stage in which a decision tree or rule set is inferred allocating
each instance to its cluster. Other knowledge representation
approaches, such as Petri net [26], Fuzzy Petri nets [5] and
G-net [8] were also developed and used.

B. Knowledge map concept

A knowledge map is generally a representation of ”knowl-
edge about knowledge” rather than of knowledge itself
[7][10][30]. It basically helps to detect the sources of knowl-
edge and their structures by representing the elements and
structural links of the application domains. Some kind of
knowledge map structure that can be found in literature
are: hierarchical/radial knowledge map, networked knowledge
map, knowledge source map and knowledge flow map.

Hierarchical knowledge map, so-called concept map [24],
provides one model for the hierarchical organization of knowl-
edge: top-level concepts are abstractions with few character-
istics. Concepts of the level below have detailed traits of the
super concept. The link between concepts can represent any
type of relations as ”is part of”, ”influences”, ”can determine”,
etc. A similar approach is radial knowledge map or mind
map [3], which consists of concepts that are linked through
propositions. However, it is radially organised. Networked
knowledge map is also called causal map which is defined
as a technique ”for linking strategic thinking and acting,
making sense of complex problems, and communicating with
others what might be done about them” [3]. This approach is
normally used for systematizing knowledge about causes and
effects. Knowledge source map [10] is a kind of organisational
charts that does not describe functions, responsibility and hi-
erarchy, but expertise. It helps experts in a specific knowledge
domain. The knowledge flow map [10] represents the order in
which knowledge resources should be used rather than a map
of knowledge.

C. Related works

Little research work on knowledge map is given in [11][22].
However, these few projects were not in the context of
DDM. The Knowledge Grid project [4] proposed an approach
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Fig. 3. Knowledge map system

to manage the knowledge by using Knowledge Discovery
Service. This module is responsible for handling meta-data of
not only knowledge obtained from mining tasks but also all
kinds of resources such as hosts, data repositories, used tools
and algorithms, etc. All metadata information is stored in a
Knowledge Metadata Repository. However, this approach does
not provide a management of meta-data of knowledge in their
relationships to support the integration view of knowledge as
well as the coordination of local the mining process. There is
moreover no distinct separation between resource, data, and
knowledge.

Until now, to the best of our knowledge, in spite of the pop-
ularity of DDM applications, there is only our system [19][21]
that provides knowledge map layer for DDM applications on a
Grid type platforms. This constitutes one of the motivations of
our research to provide a fully integrated view of knowledge
to facilitate the coordination of local mining processes and
increase the accuracy of the final models.

III. ARCHITECTURE OF KNOWLEDGE MAP

The knowledge map (KM) does not attempt to systematize
the knowledge itself but rather to codify ”knowledge about
knowledge”. In our context, it facilitates DDM by supporting
users coordination and interpretation of the results. The ob-
jectives of our KM architecture are: provide an efficient way
to handle a large amount of data collected and stored in large
scale distributed system; retrieve easily, quickly, and accurately
the knowledge; and support the integration process of the
knowledge. We propose an architecture of the KM system
as shown in Fig.3, 4, 5 and 6 to achieve these goals. KM
consists of the following components: knowledge navigator,
knowledge map core, knowledge retrieval, local knowledge
map and knowledge map manager (Fig.3). From now on, we
use the term ”mined knowledge” to represent for knowledge
built from applications.

A. Knowledge navigator

Usually, users may not exactly know the mined knowledge
they are looking for. Thus, knowledge navigator component
is responsible for guiding users to explore the KM and for
determining the knowledge of interest. The result of this task
is not the knowledge but its meta-data, called meta-knowledge,
which includes related information such as data mining task
used, data type, and a brief description of this knowledge and

Fig. 4. Knowledge map core structure

its location. For example, a user may want to retrieve some
knowledge about tropical cyclone. The application domain
”meteorology” allows the user to navigate through tropical
cyclone area and then a list of knowledge related to it will
be extracted. Next, based on this meta-knowledge and its
application domain, the users will decide which knowledge
and its location are to be retrieved. It will interact with
knowledge retrieval component to collect all mined knowledge
from chosen locations.

B. Knowledge map core

This component (Fig.4) is composed of two main parts:
concept tree repository and meta-knowledge repository. The
former is a repository storing a set of application domains.
Each application domain is represented by a concept tree that
has a hierarchical structure such as a concept map [24]. A
node of this tree, so called concept node represents a sub-
application domain and each concept node includes a unique
identity, called concept identity, in the whole concept tree
repository and a name of its sub-application domain. The
content of each concept tree is defined by the administrator
before using the KM system. The concept tree repository could
also be updated during the runtime. In our approach, a mined
knowledge is assigned to only one sub-application domain and
this assignment is given by the users.

As shown in Fig.4 for example, the concept tree repository
contains an application domain named ”meteorology” which
includes sub-application domains such as ”weather forecast-
ing”, ”storm” and ”climate”. And then, ”thunder storm”,
”tropical cyclone” and ”tornado” are parts of ”storm”. By
using concept tree, we can deal with the problem of knowledge
context. For instance, given the distributed nature of the
knowledge, some of them may have variations depending on
the context in which it is presented locally. Moreover, we can
also extend the concept tree of each application domain to an
ontology of this domain in order to increase the accuracy in
retrieving knowledge in different contexts. At that moment,
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Fig. 5. Rule Net architecture

the concept tree will become a taxonomy tree and a list of
term as well as slots [12] will be added. The ontology-based
architecture of this repository will be applied in the next
version of our KM.

Meta-Knowledge repository (Fig.4): this handles meta-data
of the mined knowledge from different sites. A knowledge
is mapped to a knowledge object and its meta-data is rep-
resented by a meta-knowledge entry in this repository. Fig-
ure 4 also shows an example of a meta-knowledge entry
in XML format. In this example, this knowledge is built
from ”pcrgcluster.ucd.ie” (knowledge location) and its local
identity (knowledge identity KID) is 1; its concept identity
(CID) is 1122 (sub-application domain is tropical cyclone); the
location of datasets is ”/users/test/”; the used mining task is
”clustering” and its algorithm is ”variance-based” [20]. Other
related information are data type of mined datasets, number of
instances, dimension of data and a brief description about this
knowledge. Based on this information, users could determine
which mined knowledge they want to extract.

As presented in the section II-A, production rules are
widely used in knowledge representation. So, each application
domain is also linked to a distinct Rule-Net (Fig.5) which is
a representation of relationships between rules and their items
related to this domain. A production rule is of the form ”IF
{cause expression} THEN {conclusion expression}” and an
expression (cause or conclusion) also contains a set of items.
So, a Rule-Net is a triple-tuple (I, R, A) where I is a set of items
participating in expressions of one or many rules, R is a set of
rules, A is a set of edges called rule item relations. A should
satisfy the following: A ⊆ (I ×R)

⋃
(R× I). A rule of a set

R is part of mined knowledge of which their representative
is a set of production rules. These mined knowledge are
discovered from datasets of this application domain. A rule
moreover contains its related information such as its iden-
tity,(knowledge identity KID) of mined knowledge containing
this rule, location of this knowledge. The purpose of this Rule-
Net is to provide a larger index of rules and items in order

to support the knowledge retrieving process. For example, as
shown in the Fig.5, a knowledge of the application domain
”tropical cyclone” includes a rule as ”IF cloud, pressure THEN
rain” and the rule identity (RID) is equal 1, the knowledge
identity (KID) is equal 3, its location is compute-0-0.ucd.ie
and its application domain is meteorology” (CID=11). Based
on information of Rule Net, users can search knowledge by a
request such as ”searching all meta-knowledge (represented by
production rules) that contains the item ”cloud” of application
domain meteorology”. In this case, links of item ”cloud” in
the Rule Net are used to determine the identity and location
of related knowledge satisfying the request and then their
meta-knowledge will be retrieved. Next, based on these meta-
knowledge, the user can retrieve knowledge needed. Users
can also use the narrower criteria such as reducing the search
within the ”tropical cyclone” domain.

The goal of KM core, is not only to detect the sources of
knowledge and information but also represent their relation-
ships with concepts of application domains. The location of
this component depends on the topology of the system. It could
be, for example, implemented in a master site assigned to a
group of sites. The creation and maintenance of this compo-
nent as well as its operations such as retrieving knowledge
will be presented in section IV.

C. Knowledge retrieval

The role of this component is to seek the knowledge that
is potentially relevant. This task depends on the information
provided by the users after navigating through application
domains and getting the meta-knowledge needed. This com-
ponent is similar to a search engine which interacts with each
site and returns knowledge acquired.

D. Local knowledge map

This component (Fig.6) is located in each site of the system
where knowledge are built from datasets. Local knowledge
map is a repository of knowledge entries. Each entry, which
is a knowledge object, represents a mined knowledge and
contains two parts: meta-knowledge and a representative.
Meta-knowledge includes information such as the identity of
its mined knowledge that is unique in this site, its properties,
and its description. Theses attributes are already explained in
the section Knowledge map core above. This meta-knowledge
is also submitted to the Knowledge map core and will be used
in meta-knowledge entry of its repository at the global level.
The representative of a knowledge entry depends on a given
mining task. KM supports two kinds of representatives: one
for knowledge mined from clustering tasks and another for
mined knowledge represented by production rule. Our system
has however the capacity of adding more representative types
for other mining tasks.

In the clustering case (Fig.6a), a representative of a mined
knowledge stands in one or many clusters. A cluster has one
or more representative elements and each element consists of
fields filled by the user. The number of fields as well as data
type of each field, which is also defined by the user, depends
on the clustering algorithm used. The meta-data of these fields
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Fig. 6. Organisation of local knowledge map

Fig. 7. An example of integration link of creation information: (a) one level;
(b) multi-level

is also included in each representative. KM allows the user to
define this meta-data with both scalar and vector data type.
A cluster also contains information about its creation. This
information shows how this cluster was created: by clustering
or integration process. In the former case, the information is
a tuple of (hostname, cluster filename, cluster identity) and
in the latter, it is a tuple of (hostname, knowledge identity,
cluster identity). hostname is the location where clustering
results are stored in files called cluster files with their cluster
filenames. Each cluster has a cluster identity and it is unique in
its knowledge entry. For example, a knowledge entry which is
created by a variance-based clustering algorithm [20] on test
datasets, has its representative in XML format as shown in
Fig.8. In this example, there are three clusters, each one has
only one representative. A cluster representative consists of
three fields: cluster identity, counts, centres and variances with
their data types which are integer, long, vector 3 of doubles
and matrix 3x3 of doubles respectively. The content of a cluster
representative is presented after its meta-data. Besides, another
important information of cluster representative is the creation

Fig. 8. A representative of Clustering in XML format

type which shows how this cluster was created: by either
a clustering process or an integration process which merges
sub-clusters from different sources to build this cluster. In the
integration case, the cluster representative shows its integration
link representing all information needed to build this cluster.
Fig.6c and Fig.7b show an example of integration link. In this
figure, the cluster at the root level is integrated from three
other sub-clusters where the last one is also integrated from
two others. Note that in Fig.6c, representatives (ii) and (iii)
belong to the same knowledge.

In the rule case (Fig.6b), the mined knowledge is repre-
sented as a set of the production rules [2]. As mentioned
above, a rule is of the form ”IF {cause expression} THEN
{conclusion expression}” and an expression (cause or conclu-
sion) contains a set of items. A rule also includes its attributes
such as support and confidence [9] in association rules task or
coverage and accuracy [14] in classification task, etc. In order
to represent these rules by their items, a representative in our
approach consists of two parts: a rule table and an item index
table. The former is a table of rules where each line represents
a rule including its identity, content, attributes and creation
information. The item index table is a data structure that maps
items to the rule table. For example, the index of a book
maps a set of selected terms to page numbers. There are many
different types of index described in literature. In our approach,
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the index table is based on inverted list [31] technique because
it is one of the most efficient index structures [32]. This index
table consists of two parts: items and a collection of lists, one
list per item, recording the identity of the rule containing that
item. For example (Fig.6a), we assume that the term ”cloud”
exists in rules of which identities are 25, 171, 360, so its
list is {25, 171, 360}. This index table also expresses the
relationship between items and their corresponding rule. By
using this table, rules which are related to the given items
will be retrieved by the intersection of their lists, e.g. the list
of term ”pressure” is 20, 171 so the identity (ID) of rule that
contains ”cloud” and ”pressure” is 171. This ID is then used
to retrieve the rule and its attributes. In addition, a rule can
be created by using one or more other rules, so its creation
information keeps this link (Fig.6c).

E. Knowledge map manager

Knowledge map manager is responsible for managing and
coordinating the local knowledge map and the knowledge
map core. For local knowledge map, this component provides
primitives to create, add, delete, update knowledge entries
and their related components (e.g. rule net and item index
table) in knowledge repository. It also allows to submit local
meta-knowledge to its repository in knowledge map core.
This component provides also primitives to handle the meta-
knowledge in the repository as well as the concept node in
the concept tree repository. A key role of this component is
to keep the coherence between the local knowledge map and
the knowledge map core.

IV. KNOWLEDGE MAP OPERATIONS

In this section, we present basic operations of knowledge
map system including adding, retrieving, and maintenance. We
firstly create the concept tree repository with some predefined
concept trees. The administrator can then update its content.

A. Adding new knowledge

For any new mined knowledge, its corresponding meta-
data and its representative are generated and mapped to a
knowledge object. This object will be added to the local
knowledge repository with an appropriate concept identity.
Its meta-knowledge is then submitted to the meta-knowledge
repository of knowledge map core. The adding operation is
realized via the primitive ”put”. The Fig.9 shows a flowchart
of the adding process.

B. Update/Delete knowledge

KM allows users to update or to delete an existing knowl-
edge meta-data via ”update” and ”delete” primitives. These
operations are executed at local site and then the system
will automatically update knowledge map core to ensure
the coherence between core and local knowledge map. This
operation is moreover atomic.

Fig. 9. Adding a new knowledge: (1) knowledge built by a mining process;
(2) get an appropriate Concept Identity; (3) knowledge object is added to local
knowledge repository; (4) Metaknowledge is submitted to meta-knowledge
repository

Fig. 10. Retrieving knowledge: (1) Concept (ID or name) retrieving; (2)
Meta knowledge retrieving; (3) Knowledge Retrieving from different local
KMs

C. Knowledge searching/retrieving

These operations are functions of find/retrieve primitives
(Fig.10). KM supports different levels of search: concepts or
meta-data of mined knowledge. At the concept level, KM
allows the user to search and retrieve concepts acquired
through their identity or name. The search operation can
be done using different criteria such as concept (e.g. search
all meta knowledge of a selected concept), mining task and
algorithm used to build its knowledge. The retrieve operation
is performed through the knowledge identity and the location
of the knowledge needed. This process returns a knowledge
object. This operation is executed both locally and globally,
i.e. users can retrieve the knowledge needed at its local site
or from a group of sites of the system.

V. IMPLEMENTATION AND EXPLOITATION

We have implemented a prototype of KM and in the current
version, the topology of distribution is a flat tree where one
local site is elected as the host. The meta-knowledge repository
of KM core is located at this host while its concept tree resides
in every site. In this case, only the administrator can define
and update the content of this concept tree at one site and
KM system will then update every replicas. The advantages
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Fig. 11. An example of a Condor submit file

and disadvantages of this approach will be discussed in the
section VI.

In order to exploit mined knowledge, these knowledge
should be managed by KM system. If it is not, then the first
step is to create knowledge objects including meta-knowledge
and representatives, and then add it in each appropriate local
KM. In the current implementation, a knowledge object has
XML format as shown in Fig.8. Their meta-knowledge will be
automatically submitted to the meta-knowledge repository at
the knowledge core map as an adding operation of a new mined
knowledge. Next, users can exploit these meta-knowledge and
knowledge object in their integration process or explore the
knowledge. In this version, repositories of KM core and Local
KM are also in XML format.

Communication Our aim is to provide an efficient KM for
distributed environments. Our approach provides a flexible
solution so that KM can be carried on or interact with different
communication system (e.g. RMI [15]) as well as workload
management systems on cluster or grid platforms (e.g. Condor
[6], PBS or OpenPBS [27]). We present a scenario, as an
example, where KM system is cooperating with Condor. In
this case, each KM operation is an independent executable job
with its appropriate parameters including input, output files
and others. Users write the submit description file including
resources needed and then use the Condor system to submit
it. An example of a submitted file is shown in Fig.11. In this
file, a user adds knowledge objects, which are stored in the
file KO1.xml, of mined knowledge to a local KM at a remote
site. This mined knowledge already exists on that site or has
just built after a mining process. The output file KMout.xml
contains the meta-knowledge of knowledge objects added and
the user uses this information to submit to meta-knowledge
repository of KM core. In this case, the user is responsible for
the coherence between KM core and local KM. In addition,
the parameter nocom in the argument line shows that user does
not use the communication module of the KM system.

An alternative way of exploiting the KM system is to
use its communication module with different communication
middleware. The current KM uses Java RMI but it can easily
use other communication middleware. In this version, the KM
runtime includes a set of KM Daemon (Fig.12). Each local
site has one KM Daemon that is responsible for processing
local/remote requests. These KM Daemon are created at the
start by using the primitive ”init”. The primitive ”stop” will
terminate all the KM Daemons. A KM application can send
request to one or many remote sites. As shown in Fig.12, for

Fig. 12. An example of using Knowledge Map

example, the application find firstly all the meta-knowledge
needed via primitive ”find” (Fig.12a). This action is composed
of four steps: a request is sent to the Host (1) to look for
the meta-knowledge needed. Then, this will be retrieved (2)
and sent back to the source site (3), and it extracts the
results as meta-knowledge objects (4). The application extracts
knowledge via primitive ”retrieve” (Fig.12b). This action is
also composed of four steps: (1) requests are sent to the
appropriate sites; (2) retrieve the knowledge found at each site;
(3) sent back to the source site via KM Daemon; (4) extracts
results as knowledge objects.

Another issue of the KM implementation is the creation
information of representatives in the integration case (c.f. III-
D). Normally there are two kinds of links: one level integration
and multi-level integration. In the first kind, the creation
information of a representative only contains integration in-
formation from one sub-level that is its direct children. For
example, as shown in Fig.7a, cluster 111 is integrated from
three sub-clusters (222, 333, 444) of which information are
registered in creation information of cluster 111. Meanwhile,
the cluster 333 is also integrated from two other clusters (555
and 666) but this information is not shown in the creation
information of the cluster 111. The advantage of this approach
is its simplicity and the saving of storage capacity used of
creation information. However, a global search in each related
local KM is needed to retrieve all sub-levels of integration
in this case. Our KM system is implemented with a multi-
level integration of creation information. In this approach,
all integration levels of a representative are in its creation
information (Fig.7b).

VI. EVALUATION AND DISCUSSION

We are using this KM in our framework [19][20] as shown in
the Fig.13. It is difficult to evaluate our approach by comparing
it to other systems because it is unique so far. Therefore, we
evaluate different aspects of the system architecture for sup-
porting the management, mapping, representing and retrieving
the knowledge.
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Fig. 13. Using Knowledge Map in the ADMIRE framework

First, we evaluate the complexity of search/retrieve the
knowledge object of the system. This operation includes
two parts: searching relative concept and search/retrieve the
knowledge. Let N be the number of concept tree entries and
n be the number of concept nodes for each concept tree.
The complexity of the first part is O(log N + log n) because
the concept tree entries are indexed according to the B+tree
model. However, the number of concept entries as well as
of concept nodes of a concept tree is smaller compared to
the number of knowledge entries. So this complexity depends
strongly on the cost of search/retrieve operations. Let M be
the number of meta-knowledge entries in the KM core, so the
complexity of searching a meta-knowledge entry at this level
is O(log M). The complexity of retrieving a knowledge object
depends on the number of knowledge entries m in local KM.
Therefore, this complexity is O(log M + C log m), where C
is the communication cost.

Next, we discuss the knowledge map architecture. Firstly,
the structure of concept tree is based on the concept map
[24], which is one of the advantages of this model. We can
avoid the problem of semantic ambiguity as well as reduce
the domain search to improve the speed and accuracy of the
results. In our current version, the concept tree is implemented
at each site. The advantage of this approach is to reduce
the communication cost of searching/retrieving task but the
communication cost is high for updating task. However, the
frequency of this updating task is very low compared with
the frequency of the searching/retrieving tasks. Secondly, the
division of knowledge map into two main components (local
and core) has some advantages: (i) the core component acts
as a summary map of knowledge and it is a representation
of knowledge about knowledge when combined with local
KM; (ii) avoiding the problem of having the whole knowledge
on one master site (or server), which is not feasible in very
large distributed system such as Grid. By representing meta-
knowledge in their relationship links, the goal is to provide
an integration view of this knowledge. Furthermore, the use

of rule net for representing the rules mined creates a map
of knowledge elements by representing relationships between
items and rules.

Moreover, our KM system offers a knowledge map with
flexible and dynamic architecture where users can easily
update the concept tree repository as well as meta-knowledge
entries. The current index technique used in a rule repre-
sentative is an inverted list. However, we can improve it
without affecting to whole system structure by using other
index algorithms as in [23] or applying compressed technique
as discussed in [33]. Moreover, flexible and dynamic features
are also reflected by mapping a knowledge to a knowledge
object. The goal here is to provide a portable approach where
knowledge object can be represented by different techniques
such as an entity, an XML-based record, or a record of
database, etc.

Although the implementation of the creation information of
a representative might not be optimal for the storage capacity
used, it takes an important advantage in the communication
cost compared to one-level approach in retrieving the whole
integration links. For example, we analyse these costs for
two topologies (Fig.14): flat tree and binary tree. We assume
that one representative is integrated by N elements and the
information size of each element is 32 bytes. In the first
topology, information of all elements are stored in its creation
information for both cases: one level and multi-level. There is
no communication cost and the storage size is 32×N bytes. In
the second topology, the storage size at this representative (root
of the tree) is only 32×2 bytes for one-level and 32×N bytes
for multi-level. Furthermore, in one-level case, the storage size
at each site (not root) in the tree is always 32×2 bytes except
sites at the leaf level. In the multi-level case, this size of a site
at the level h is 32 × nh bytes with nh = 2(nh−1 + 1) and
n0 = 0. However, there is no communication cost needed for
multi-level case, all integration links are in this representative.
In order to evaluate this cost for one-level, we assume that the
communication is executed in parallel at each level of binary
tree with the same latency between two sites and the searching
time at each site is negligible compared with communication
time. This means that all sites at the same level, each one
sends two requests to its two children (one request/child), will
receive their replies at the same time. So the communication
cost is evaluated by: 2×l log2 N where l is the communication
latence between two sites or more general is O(l logp N) with
p depends on the chosen topology. In the Grid environment,
the communication latency and the number of participating
sites are important factors affecting the overall performance
of distributed tasks.

VII. CONCLUSION

In this paper, we presented an architecture of the knowledge
map layer. This new approach aims at managing effectively
the mined knowledge on large scale distributed platforms.
The purpose of this research is to provide a knowledge
map to facilitate the management of the results as well as
to provide a viable environment for the DDM applications.
Throughout evaluations of each component and it function, we
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Fig. 14. Different topology of integration

can conclude that knowledge map is an efficient and flexible
system in a large and distributed environment. It satisfies
the needs for managing, exploring, and retrieving the mined
knowledge of DDM in large distributed environment.

This knowledge map is integrated in the ADMIRE frame-
work. Experimental results on real-world applications are also
being produced [20] and this will allow us to test and evaluate
deeply the system robustness and the distributed data mining
approaches at very large scale.
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Gradation Framework for Anomaly Detection in
Streams

Vasudha Bhatnagar, Sharanjit Kaur and Ajit Chaturvedi

Abstract—Anomaly detection is an application centric task,
which is heavily dependent on user interaction for its usefulness.
Though the extent of ”outlying-ness” of a data point is computed
objectively, its semantic interpretation is highly context depen-
dent, making the task somewhat subjective with respect to the
user and application.

In this paper we propose a framework for grading data
regions as patterns or anomalies in a stream within defined data
space. Such streams commonly arise in scientific applications. We
distinguish an anomaly as either a noisy data region or an outlier
with quantified characteristics. Signature of anomalous regions
in data space are delivered to facilitate better understanding of
the underlying process that generated the data. The gradation
framework is useful in not only identifying unexpected events,
but also finds application in noise removal/reduction, leading to
improved quality of discovered patterns. We report experiments
that demonstrate the efficacy of the framework and compare
the performance with some recent algorithms with similar
functionality.

Index Terms—Data stream, Data gradation, Noise, Outlier,
Grid

I. INTRODUCTION

In several commercial and scientific applications, rare or
unexpected events are more interesting than the common
ones, as they often lead to more meaningful discoveries [14].
Example applications in commercial domain include credit
card fraud detection, criminal activities in e-commerce, video
surveillance etc.. In scientific domain, unknown astronom-
ical objects, unusual astronomical or seismic phenomena,
unexpected values of vital parameters in patient monitoring
etc. manifest as anomalies in observed data. Thus anomaly
detection is an important task in the process of knowledge
discovery. Further, since most data mining algorithms lack
robustness, presence of anomalies results in deterioration of
the quality of discovered patterns. Consequently the task of
anomaly reduction/removal in the KDD process becomes very
important for the overall success of the KDD endeavor [11],
[23].

Most clustering algorithm either selectively report clusters
based on user defined parameter set and leave out the re-
maining data as anomalies [11], or accommodate anomalies
in clusters deteriorating the quality of clustering [13]. Both
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actions are undesirable in several scientific applications where
the data space is bounded. Often, in such applications it is
important to detect and report any unusual behavior as early
as possible.

An ideal clustering algorithm is expected to view the data
space D as consisting of three components:

D = P + N + O (1)

where P is the set of patterns, N is the noise and O is
the set of outliers. Even though both noise and outliers are
considered as anomalies, former is an anomaly exhibited by
a set of data values, while the latter is an unexpected data
value which indicates an aberration. Faulty data capturing
mechanisms and inadequate data representations are some
of the common causes of noise. Noise must be removed or
considered separately to improve accuracy of the discovered
model [13]. Outliers provide additional insight in the data
generating process and often need immediate corrective action
or investigation.

A. Motivation for Gradation

In several scientific applications including patient monitor-
ing systems, seismic observations, process monitoring sys-
tems, astronomical observations etc., the observed data is ex-
pected to fall with in defined normative bounds. Observations
with in the normative bounds need to be mined for patterns,
while those which are outside are clear anomalies. However,
some values that lie with in the bounds may defy expectations
and hence are considered anomalous. Such data also need to
be investigated, explained and understood.

Detection of anomalies in a data stream with bounded
data space is challenging because of the dynamic nature of
the data stream. In extreme situations this may influence
the bounds itself. Anomaly detection in such environments
requires partitioning of the stream into three constituents as
mentioned above while taking into account the recency of
data. User subjectivity involved in categorizing data (within
the bounded space) as patterns or anomalies increases the
challenge multi fold.

We propose a framework to grade the streaming data into
above mentioned components, quantify the characteristics of
each component and report to the user for interpretation. We
consider this as a desirable functionality for stream monitoring
applications since automated mechanisms can only highlight
potential anomalies, confirmation of which requires further
investigation and correlation by human experts in the domain.
Since gradation facilitates segregation of data space into
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regions with different characteristics, it provides opportunity to
focus on the component of immediate interest. In data stream
with noise, gradation can also be used to de-noise the stream
in order to discover better quality patterns.

B. Our Contribution

The objective of this work is to understand different types of
anomalies that can arise in a bounded data space and propose a
framework for explicit gradation (Section II). A grid based data
driven algorithm has been designed to implement the proposal
(Section III). The salient features of the proposed algorithm
are listed below :

1) On-the-fly detection of distinctly outlying data points in
constant time. This permits immediate action in case of
serious outliers.

2) Distinction between two types of anomalous regions in
data space, viz. outlying noisy regions and neighborhood
noisy regions.

3) Reporting signature of anomalous regions in data space.
This helps in understanding the nature of anomaly
thereby augmenting the knowledge of the data gener-
ating process.

Experiments on synthetic datasets demonstrate the function-
ality of the scheme, while those on public dataset prove its
efficacy and scalability.

C. Related Works

Some of the recent algorithms for outlier detection in static
dataset appear in [2], [14], [18], [20]. Recently, algorithms
have been proposed for outlier detection in streaming environ-
ment [1], [5], [9], [19]. Our work particularly draws strength
from the algorithms that aim to find clusters of various shapes,
sizes and densities [4], [11], [15], [24].

Earlier works for detecting outliers in non-stationary data
include [1], [5], [9]. The algorithm proposed in [9] incre-
mentally builds a probabilistic model of incoming points by
using an on-line discounting learning method, and computes
the extent of deviation for each point from learned model.
Algorithm LOADED [1] handles dynamic data with mixed
attributes by combining a lattice data structure for categorical
attributes with correlation statistics maintained for continuous
attributes. Efficiency of LOADED decreases with increase in
categorical attributes and number of attributes. Incremental
Local Outlying Factor algorithm [5] employs an indexing
structure to support k-nearest neighbors and reverse k-nearest
neighbors queries. This algorithm heavily depends upon in-
dexing structure and hence does not work well for high
dimensional data.

CLAD (Clustering for Anomaly Detection) [15] uses a dis-
tance based approach which determines suspicious clusters at
both local and global level, and handles noise. It dynamically
computes cluster-width using the smallest distance between
pairs of data points drawn randomly from the dataset, instead
of taking input from the user. This strategy works when entire
dataset is available, hence cannot be used with streams.

CDDD (Clusters Derived with Dyadic Decomposition) algo-
rithm [4] delivers multi-scale clusters by decomposing geospa-
tial feature space into hierarchical set of cubes. The algorithm
bisects one or more dimensions recursively and then on the
basis of some user defined input parameters distinguishes
between cluster, noise and outlier. Approach used in CDDD
works efficiently for static datasets having structure at different
scales. Scheme presented in [11] finds clusters of different
densities, shapes and sizes and is shown to be extremely
effective for NASA earth science data. However, it works on
a static dataset and does not handle outliers.

ExCC [24] does exclusive and complete clustering for data
stream. It reports clusters of different densities with their
signature.

II. FRAMEWORK FOR GRADATION

Consider a d-dimensional dataset D in Rn, with dimension
set A = {A1, . . . , Ad}. Let li and hi be the two known
boundary data values along dimension Ai and let ri = (hi−li)
represents the range of Ai. This leads to a d-dimensional real
data space S = [l1, h1] × . . . × [ld, hd], which defines the
bounds of normalcy. Examples where S can be crisply defined
as above include critical limits of vital parameters in patient
monitoring, concentration of gases, pressures and temperature
captured by sensors in coal mines, movement and pressure
inputs of seismic sensors etc..

As per Eq.1, we aim to segregate regions corresponding to
P, N and O in S. Noise is an anomalous region in data space
with more than one data point and is identified by a signature,
while a single anomalous data point is referred as an outlier.
We make the following observations before proceeding further.

i) A data point outside S is clearly unexpected and illegiti-
mate as per the domain knowledge and is an outlier. Deviation
of its data values outside the normal bounds, along one or more
dimensions characterizes and quantifies its severity. Depending
on the severity of an outlier we grade it either as M-outlier
or O-outlier (M and O respectively in Figure 2). While M-
outlier is more severe and needs no further characterization,
the severity of an O-outlier is quantized.

ii) A set of data points well inside S could connote noise
either because of its isolated location in the data space or
unexpectedly low density. Depending on its characteristics,
a noisy region is graded as either outlying (O-noise) or
neighborhood noise (N -noise) (OR, NR respectively in Figure
2). A noisy outlying region with a single point is notable and
is designated as a succinct outlier (S-outlier, S in Figure 2).

iii) Data points which are high on similarity form the
patterns - clusters of varied shapes, sizes and densities (C in
Figure 2).

Consequent to this discussion we revise Eq. 1 to Eq. 2, and
our goal is revised to grade data into six distinct components
(Figure 1).

D = P + {OR + NR}+ {M + O + S} (2)
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Fig. 2. Grading in two dimensional data space S

A. Detecting Anomalous Data Points: Outliers

A point p(v1, . . . , vd) /∈ S can safely be considered as
anomalous and hence an outlier. It is characterized by assess-
ing its distance outside the boundary of S, which indicates
its extent of outlying. Let δi be the normalized distance of p
outside the boundary of S along dimension Ai.

δi =

{

0 if li ≤ vi ≤ hi
1
ri

∗ min(|vi − li|, |vi − hi|) otherwise
(3)

Data point p is an outlier if there exists a dimension Ai

(i = 1, d), such that δi > 0. Ai is called the outlying dimension
and OD designates the set of all outlying dimensions for p.
This mechanism of detecting outliers is trivial and may deliver
large number of false positives if the bounds are not defined
accurately (e.g. in case the user is inexperienced).

To make the scheme robust, a tolerance vector Γ =
{τ1, . . . , τd} of size d is defined. Here τi = [l′i, h

′
i] ⊇ [li, hi]

indicates the revised range including the user tolerance for
deviation outside the bounds for dimension Ai. Intuitively Γ
connotes a tolerance zone (Figure 2), and a data point that falls
in this zone is quantified for its outlyingness. The tolerance
vector Γ is periodically computed from the current distribution
of the data in the stream (Section III-D) and aids in making
a decision whether a data value along a dimension is severely
or tolerably outlying.

To compute Γ, the range ri = [li, hi] of dimension Ai is
divided into k equi-width intervals (Ii,1, . . . , Ii,k), such that
the tth interval Ii,t = [li,t, hi,t) and li,1 = li, hi,k = hi.
Here k is a user defined parameter. Let wi be the width of the
interval of ith dimension. [l′i, h

′
i] is determined using one of

the three approaches depending on the data distribution.
1) Modal Heuristics: Each dimension is categorized as

spike, uniform or asymmetric on the basis of point distribution
in the intervals. The dimension is said to be spike if majority
of the points lie in single interval. For each spike dimension
Ai, τi is computed based on the location of the modal interval
i.e. the interval having the maximum number of points. Let mi

(1 ≤ mi ≤ k) be the location of the modal interval for Ai.

[l′i, h
′
i] =







[li, hi] if mi = k/2 or mi = (k + 1)/2

[li −
(k−mi)wi

k
, hi] if mi < k/2

[li, hi + (mi+1)wi

k
] if mi > k/2

(4)

If mi is the middle interval, then it is less likely that points
in near future will lie outside the known bounds and hence no
deviation outside the bounds is tolerated. In all other cases,
tolerance is computed relative to the location of mi. Closer the
mi towards an extreme, higher is the tolerance for deviation on
that side. In case data is nearly uniformly distributed over all
the intervals (uniform dimension) then [l′i, h

′
i] = [li −wi, hi +

wi]
2) Estimating Tolerance using Order Statistics: In case

the dimension is neither uniform nor spike, a more rigorous
approach using order statistics may be employed to estimate
the tolerance limit/revised range.

Suppose n points arrive in a stream during a prespecified
period. Let x(1) and x(n) be the minimum and maximum
values (order statistic of order 1 and n respectively) along
dimension Ai such that li ≤ x(1) ≤ x(n) ≤ hi. Let vi be the
value of the newly received point. For two specified values of
γ and θ (∈ [0, 1]), probability that θ ∗ 100% points lie within
(x(1), x(n)) is γ is given by:

P (P (x(1) ≤ vi ≤ x(n)) ≥ θ) = γ (5)

We rewrite Eq. 5 using the distribution function F (x) of the
variable under study as follows.

P [F (x(n)) − F (x(1)) ≥ θ)] = γ (6)

Depending on the semantics of Ai, θ and γ can be specified
by the domain expert. In an ideal situation γ = θ = 1 meaning
that 100% points fall within (x(1), x(n)) with probablity one.
However, in practical real life situations 0 < γ, θ < 1.
We need to estimate allowable deviation ε using the current
distrbution of Ai for given γ and θ such that:

P (P (x(1) − ε ≤ vi ≤ x(n) + ε) ≥ θ) = γ (7)

OR

P [F (x(n) + ε) − F (x(1) − ε) ≥ θ)] = γ (8)

This is a problem of tolerance interval estimation in a distri-
bution free situation and is solved using the distribution of the
difference between the largest and the smallest order statistics.
Using the fact that the distribution of distribution function is
uniform [21], we can write Eq. 8 as

P [U(n) − U(1) ≥ θ)] = γ (9)
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where U(n) and U(1) are, respectively, order statistics of order
n and 1 from U(ε, 1+ ε) and U(−ε, 1− ε) distributions. Thus
from Eq. 9, we get

n

∫ 1+ε

y=θ

∫ y−θ

x=−ε

(y − x + 2ε)n−2dx dy = γ (10)

We make the transformations U = U(n) − U(1) and
V = U(n). The Jacobian of transformation is unity. The joint
distribution of U and V is

fU,V (υ, ν) =

{

n(n − 1)υ(n−2); −1 + 2ε < υ < ν < 1 + 2ε
0; otherwise

(11)
From Eq. 11, the marginal distribution of U is given by

fU (υ) =

{

n(n − 1)υ(n−2)(1 + 2ε− υ); 0 ≤ υ ≤ 1 + ε
0; otherwise

(12)
From Eq. 9 and Eq. 12, we have

n(n − 1)

∫ 1+ε

θ

υn−2(1 + 2ε− υ)dυ = γ (13)

Solving this integral, we get

n[(1 + ε)n−1 − θn−1](1 + 2ε) − (n − 1)[(1 + ε)n − θn] = γ
(14)

Given n, θ and γ, we can solve Eq. 14 for ε, which is
used to define the revised range [l′i, h

′
i] = [li − ε, hi + ε]. This

computation requires constant time and is done periodically
for dimension Ai.

3) User-centric approach: In case the user is knowledge-
able and confident about the tolerance limits for each dimen-
sion and wants to completely control the anomaly detection
mechanism, Γ can be administered by him. This flexibility is
extremely useful in applications where the user can judge the
implications of deviations on different dimensions. For exam-
ple, while monitoring vital parameters of a critical patient, Γ
can be set according to the criticality of the parameters. This
acceptable deviation in blood pressure of a critical patient may
be very different from that of blood sugar level.

B. Outlier Detection
Once Γ is in place, M-outlier and O-outlier are identified

as per the definitions given below.
Definition 2.1: M-outlier: An anomalous data point

p(v1, . . . , vd) with OD as the set of outlying dimensions is a
M-outlier if ∃ vi such that vi /∈ [l′i, h

′
i] and 1 ≤ i ≤ d.

Definition 2.2: O-outlier: Consider a data point
p(v1, . . . , vd). If ∃ vi s.t. vi ∈ [l′i, h

′
i] and vi /∈ [li, hi],

then p is categorized as an O-outlier with degree
O(p) = (|OD|, 1

d

∑d
i δi)

An M-outlier is a severe anomaly in data and needs
no characterization. However, an O-outlier is characterized
by i) number of outlying dimensions and ii) the extent of
deviation outside the tolerance zone. The knowledge of these
two characteristics of an O-outlier helps the user to assess the
severity and hence interestingness of the outlier.

Since detection of M-outlier and O-outlier needs simple
inspection, they can be identified on-the-fly in O(d) time.
Detection of S-outliers requires processing and is discussed
in Section III-C.

C. Identifying Patterns and Anomalies

Noise in a dataset is loosely defined as data points that are
either not contributing to any pattern and/or are undesirable.
Presence of Noise can often distort pattern discovery and
hence deteriorate quality of decision support.

In order to distinguish patterns and anomalies, we abstract
the data space as consisting of regions of d-dimensional equi-
sized cells (Figure 2). A data point p(v1, . . . , vd) can be
localized in a cell depending on its data values. Adjacent
non-empty cells are joined to form two types of regions viz.
Clusters or Patterns (P ), and Anomalous Regions (NR, OR).
This differentiation is made on the basis of number of points
(weight) in the cell. The weight threshold is determined from
the current data distribution in the stream whenever gradation
is demanded. Gradation of anomalous regions into O-noise,
N-noise and S-outlier is based on inter-region distances as
discussed in Section III-B.

Let nσ and nµ denote the standard deviation and the average
number of points in a cell respectively. Assuming a Gaussian
distribution for the number of points in cells, a cell with at
least ρ = abs(nµ ± x ∗ nσ) number of data points is heavy
cell. Otherwise it is termed as light cell. The heavy cells
form patterns whereas light cells join to form noisy regions.
Depending on the desired quality of gradation, x can be set to
1, 2, 3. Choosing + sign instead of the − sign will will lead
to patterns with better quality. An experiment to demonstrate
this effect is reported in Section IV-E.

III. GRADS ALGORITHM

The GrADS algorithm is completely data driven and uses
grid data structure to maintain the details of the distribution
of data values along all dimensions. It consists of an on-
line component which processes the incoming stream and
detects M and O outliers on-the-fly. The offline component
is invoked when gradation is demanded by the user to detect
the anomalous regions in the stream.

A. Grid Structure

Grid based approaches process a data point in constant time
and have been used extensively for clustering solutions [8],
[16], [25].

As mentioned in Section II-A, each dimension is divided
into k equi-width intervals where k determines the granularity
of the grid. Finer granularity of grid results into more and
smaller sized regions and allows multi-scale analysis with
consequences on memory requirement [4].

A data point is stored in a grid using d internal nodes at
d levels, corresponding to each of the d dimensions. A leaf
node (cell Cm) in the grid corresponds to the region in the
data space determined by the intersection of one interval from
each dimension i.e Cm = (Im

1,q1∧Im
2,q2∧. . .∧Im

d,qd) where Im
i,qj

refers to qjth interval on ith dimension of cell Cm and 1 ≤
qj ≤ k. Though the actual memory requirement of the grid
will depend on the data distribution, memory bound O(kd)
may be used as a broad guideline to decide the granularity of
the grid [24].
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Once the grid is constructed, adjacent cells are merged to
identify regions in S. Two cells Cm and Cn are merged iff
for each dimension Ai, condition |Im

i,qi−In
i,qi| ≤ 1 is satisfied.

Regions containing heavy cells correspond to clusters (Section
II-C), while the remaining regions need to be further graded
as either outlying or neighborhood noise.

B. Gradation of Anomalous Regions

A noisy region is graded as either O-noise or N-noise de-
pending on its location in the data space relative to discovered
clusters. Noisy regions close to clusters are designated as N-
noise and those which are located far-off constitute O-noise.
Determining the appropriate distance threshold (∆), which is
the basis of gradation, is crucial to the efficacy of the scheme.

The distance between two regions R1 and R2 is computed
as distance between the two region centers. Let I j

i,l and Ij
i,h

respectively denote least (l) and highest (h) interval on ith

dimension for region Rj . For Rj , region center is a cell
RCj < rcj

1 . . . rcj
d >, where rcj

i = dIj
i,l + Ij

i,he/2. RCj

denotes the logical center of Rj . Though RCj may not exist
inside the region because of the way adjacency is computed, it
does not affect the distance computation. Manhattan distance
between the region centers is used to determine the distance
threshold.

Let PR denotes set of all patterns regions/clusters discov-
ered in the data space. Let MaxD(P i) denote the distance
of a cluster P i from the farthest cluster in PR. Then ∆ =

1
|PR|

∑

∀P i∈PR MaxD(P i), denotes the average distance be-
tween a cluster and its farthest neighbor. This value is used as
threshold for distinguishing between N-noise and O-noise.

In order to grade a noisy region N i, its distance from the
closest cluster (MD(N i)) is computed. If this distance is more
than ∆, then it is graded as O-noise otherwise it is considered
N-noise. Signatures of the regions are computed from the cells
that constitute the boundary of the regions.

C. S-outlier

An outlying noisy region that has only one point is said to
have a succinct outlier (S-outlier). An S-outlier lies within
the bound of normalcy and yet is the lone point with the
nearest neighborhood at least ∆ units away. A succinct outlier
is delivered as a data point by the algorithm after gradation.

D. Pruning of Grid

Unbounded nature of data stream and discounting the effect
of older data are two prime motivations for pruning the grid.
The grid pruning is done immediately after gradation, resulting
into removal of cells constituting the anomalous regions and
outdated patterns. Pruning not only keeps the grid size under
control, but also increases the efficacy of the scheme by ignor-
ing the older data while computing discriminating thresholds ρ
and ∆ (Sections II-C, III-B). This ensures that the anomalous
regions in stream do not interfere with data gradation at later
point in time and old patterns do not overshadow the clustering
scheme. We accomplish this in two stages.

Firstly we prune away the noisy regions, taking care that
a possibly evolving cluster is preserved. This de-noises the
stream while ensuring that correct clustering scheme is re-
vealed at a later time. The following volume based methodol-
ogy is used for this purpose.

Let Rj be a region with n data points and vj
il and

vj
ih be the minimum and maximum data values along

ith dimension. Then the volume of Rj (vol(Rj)) =
∏d

i=1 vj
ih − vj

il where vj
il 6= vj

ih

The density of the region is computed as ϕ = n
vol(Rj ) . Noisy

regions with density greater than the minimum density of a
pattern in PR, are retained in the grid in the anticipation of
evolving patterns. Similar functionality is supported by the
algorithms proposed in [3], [6], [24], though in a different
context.

After pruning of the noisy regions, the remaining cells
are further examined for their age. Age based pruning of
cells ensures that the historical patterns do not interfere with
computation of ρ. We use the following pruning criterion,
which removes cells that have not received data points since
long [24].

tcurr − tCl
NumP

≥ aatC (15)

where tcurr is the current time, tCl is the time when the last
point was received in the cell, aatC is the average arrival rate
of data points in the cell and NumP is the number of points
received in the data stream since last gradation. The offline
component of GrADS algorithm is given in Figure 3.

Input: All cells in the grid G
Output: Gradation scheme GS = {P, S, O-noise, N -noise}
Process:
1. Compute Γ as given in Section II-A.
2. Compute weight threshold ρ and mark cells in G as heavy
cells or light cells.
3. Generate Pattern Regions P using heavy cells and Noisy
Regions N using light cells.
4. Compute ∆ = 1

|P |

∑

∀P i∈P MaxD(P i)

5. For each region N i in N
6. Compute its distance MD(N i) from the nearest pattern.
7. If MD(N i) ≥ ∆)
8. If (n == 1) Report S-outlier
9. Else grade N i as O-noise and report its signature.
10. Endif
11. Else grade N i as N -noise and report its signature.
12. Endif
13. Endfor
EndProcess

Fig. 3. The offline component of GrADS Algorithm

IV. EXPERIMENTAL STUDY

In this section we present experiments to demonstrate func-
tionality and scalability of GrADS algorithm on two synthetic
datasets and a real dataset. All experiments are performed on
Intel Centrino processor and 256 MB RAM, running stand
alone Linux (kernel 2.4.22-1). The algorithm is implemented
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in ANSI C with no optimizations, and compiled using g++
compiler (3.3.2-2).

A. Demonstration of functionality

We executed GrADS algorithm on two and three dimen-
sional datasets and found that the outputs matches the cor-
responding inputs for different grid granularity. Both datasets
consisted of clusters and three types of anomalies viz. succinct
outlier (S), O-noise (OR) or N-noise (NR). The records were
labeled as per the type of anomaly to enable the evaluation
of the quality of graded regions by computing cluster/region
purity [3].

The two dimensional dataset, shown in Figure 4, consisted
of two clusters (covering more than 90% of data) and 4 noisy
regions viz. succinct outlier (S), two outlying noisy regions
(OR) and neighbourhood noisy region (NR). Table I shows
that four noisy regions are always revealed and match with
noisy regions shown in Figure 4.

Table I reveals that the purity of the noisy regions increases
with grid granularity. The computed distance of neighborhood
noisy region (MD) from its nearest cluster is less than that of
outlying noisy regions, as proposed in the framework.

The three dimensional synthetic dataset (Figure 5) has two
clusters (covering 97% of data) and four noisy regions viz. two
S, one OR and one NR. Table II shows that four anomalies
are always detected and match with those shown in Figure 5.
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Region Data Points Centroid Region Type
1 350 (40,28) Cluster
2 1100 (130,40) Cluster
3 53 - N -Noise
4 12 - O-Noise
5 21 - O-Noise
6 1 (190,90) S-Outlier

Fig. 4. GnuPlot of two dimensional synthetic dataset and its description

Region purity of three dimensional synthetic data increases
with increase in grid granularity (Table II).

B. De-noising and Quality of Patterns

We performed experiments to examine the effectiveness of
the algorithm in de-noising the static and stream datasets.

We executed WEKA K-Means on the 2D static dataset
(Figure 4) with K=6 and noted the clusters descriptions in
terms of centroids (Table III). The value of K = 6 was chosen
to match the total regions in the dataset. The small cluster
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Region Data Points Centroid Region Type
1 1000 (10,10,9) Cluster
2 1000 (20,50,45) Cluster
3 40 - N -Noise
4 10 - O-Noise
5 1 (98,99,98) S-Outlier
6 1 (16,97,65) S-Outlier

Fig. 5. GnuPlot of three dimensional synthetic dataset and its description

towards the origin was accurately reported with nearly 90%
cluster purity. However the bigger cluster was split because
of noise and points were distributed into four clusters. With
K=2 on the same dataset, the centroid of the bigger cluster
was found to be reasonably close to the actual centroid, while
that of the smaller cluster was distorted. Subsequently, we
removed the noise as per signature reported by the algorithm
(k=10, Table I) and clustered again with K=2. Results show
that centroids of both clusters are closer to the original clusters
(Table III).

The next experiment was performed using the real-life
dataset, Intrusion Detection dataset (KDDcup 99 training
dataset) [10]. This dataset has 494021 records, each having
42 attributes (34 continuous and 8 categorical). Each record
corresponds to either normal class or an attack class. We
performed experiment with 23 classes using 34 continuous
attributes. We simulated KDDcup data as a stream (1000
points per time unit) and executed the algorithm twice on
the same dataset - with and without de-noising. Cluster purity
was computed in both cases and a distinct improvement in
the quality of clusters was found after noise removal using
GrADS algorithm. The result of the experiment is shown in
Figure 6. Cluster purity is same in first window for both runs,
as expected. But in all subsequent windows, there is a distinct
improvement in cluster purity after pruning the noisy regions.

C. Scalability

Since we are not aware of any algorithm which provides
functionality similar to GrADS algorithm, we compare its
execution time with two recent outlier detection algorithm
viz ORCA [18] and RBRP [2]. Comparison of execution
times on KDDcup data for the three algorithms is shown
in Figure 7. Execution time of GrADS includes grid (k=8)
construction time and grading time. GrADS, which provides
wider functionality, takes lesser execution time compared to
ORCA. Initially it takes a little more time compare to RBRP
because of grid construction. After 1,50,000 records, when the
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k=6 k=8 k=10
RN RT Signature MD RP Signature MD RP Signature MD RP
1 S (190, 90) 3 - (190, 90) 4 - (190, 90) 5 -
2 OR 20 ≤ x ≤ 38 5 100% 20 ≤ x ≤ 38 6 100% 20 ≤ x ≤ 38 7 100%

170 ≤ y ≤ 178 170 ≤ y ≤ 178 170 ≤ y ≤ 178

3 OR 165 ≤ x ≤ 185 5 100% 165 ≤ x ≤ 185 7 100% 165 ≤ x ≤ 185 9 100%
162 ≤ y ≤ 178 162 ≤ y ≤ 178 162 ≤ y ≤ 178

4 N 1 ≤ x ≤ 33.5 1 70% 1 ≤ x ≤ 31.5 2 82% 1 ≤ x ≤ 31.5 2 100%
OR 67 ≤ x ≤ 100 OR 49 ≤ x ≤ 100 OR 55 ≤ x ≤ 100

4 ≤ y ≤ 10 4 ≤ y ≤ 11 4 ≤ y ≤ 21

OR 59 ≤ y ≤ 92 OR 67 ≤ y ≤ 92 OR 59 ≤ y ≤ 92

TABLE I
SIGNATURE OF NOISY REGIONS FOR TWO DIMENSIONAL SYNTHETIC DATASET; RN: REGION NUMBER; RT: REGION TYPE; MD: DISTANCE FROM THE

NEAREST CLUSTER, RP: REGION PURITY

k=6 k=8
RN RT Signature MD RP Signature MD RP
1 S (99,98,33) 8 - (99,98,33) 10 -
2 S 8 ≤ x ≤ 8 7 100% 8 ≤ x ≤ 8 8 100%

99 ≤ y ≤ 99 99 ≤ y ≤ 99

98 ≤ z ≤ 98 98 ≤ z ≤ 98

3 OR 86 ≤ x ≤ 90 9 100% 86 ≤ x ≤ 90 10 100%
75 ≤ y ≤ 84 75 ≤ y ≤ 84

65 ≤ z ≤ 74 65 ≤ z ≤ 74

4 NR 18 ≤ x ≤ 70 4 93% 32 ≤ x ≤ 70 5 100%
18 ≤ y ≤ 70 45 ≤ y ≤ 70

1 ≤ z ≤ 20 1 ≤ z ≤ 20

TABLE II
SIGNATURE OF NOISY REGIONS IN THREE DIMENSIONAL DATASET; RN: REGION NUMBER; RT: REGION TYPE; MD: DISTANCE FROM THE NEAREST

CLUSTER, RP: REGION PURITY

Clusters with Noise Clusters after de-noising
K=6 K=2 K=2

Centroid Data Points Centroid Data Points Centroid Data Points
(39,31) 385 (11,17) 411 (41,30) 360
(136,31) 304 (130,42) 1128 (130,40) 1109
(139,48) 250 - - - -
(119,31) 225 - - - -
(123,47) 342 - - - -
(82,172) 33 - - - -

TABLE III
IMPROVEMENT IN K-MEANS CLUSTERING SCHEME AFTER DE-NOISING TWO DIMENSIONAL DATASET;K: NUMBER OF CLUSTERS
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Fig. 6. Improvement in cluster purity after de-noising the KDDcup dataset
as stream

number of leaves stabilizes (Figure 8), its execution time is
more or less stable.

D. Effective Gradation Technique

We performed extensive testing with KDDcup data to
explore the efficacy of gradation framework. We simulated
a stream and applied the method after every 50K records.
Since KDDcup data has classes varying from size 2,00,000
recs (biggest) to size 3 records (smallest) with same attack
records often appearing consequently, it is highly suitable for
testing gradation functionality.

We compared the detection rates of various attacks for
ORCA, LOADED and GrADS taking detection rates for
ORCA and LOADED as claimed in [1]. These algorithms
detect attacks as outliers, while GrADS identifies region type
for each of the attacks. For each region, we compute the region
purity and report in Table IV.

We found that comparatively bigger classes like smurf,
ipsweep, portsweep etc. were reported as patterns and small
attacks like nmap, buffer overflow etc. were graded as noise.
Thus GrADS was able to detect all types of attacks whereas
detection rate of LOADED for bigger attacks was less.
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W FTPwrite Ipsweep Phf Pod Rootkit Teardrop WarezM*
DP NR DP PR NR DP NR DP NR DP NR DP PR NR DP NR

1 6 3 197 106 81 1 1 20 20 0 0 99 0 99 0 0
2 2 1 563 512 130 2 2 20 20 0 0 100 0 99 20 16
3 0 0 102 512 98 0 0 62 60 7 3 198 100 72 0 0
4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
6 0 0 0 0 0 0 0 0 0 0 0 99 0 99 0 0
7 0 0 256 0 252 0 0 41 40 0 0 383 0 383 0 0
8 0 0 0 0 0 0 0 99 0 99 1 1 0 0 0 0
9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 0 129 0 129 1 1 22 20 2 2 100 0 100 0 0

TABLE V
GRADATION OF KDDCUP DATA, W: WINDOW NO., DP: DATA POINTS IN W, PR: POINTS IN PATTERN REGION, NR: POINTS IN NOISY REGION,
WAREZM* : WAREZMASTER; PLS NOTE THAT FOR SMALLER CLASSES, PR IS NOT SHOWN AS COLUMN AS NO POINT OF THESE CLASSES WERE

REPORTED IN PATTERN REGION
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In Table V, we selectively show attacks which have detec-
tion rate ≤ 50% in LOADED. The table shows the detailed
description of these attacks in different windows, and their
handling by GrADS. For example, Phf attack has only 4
records in dataset. Only one record appears in first window,
which is detected as noisy region (not as a succinct outlier).
Next window has two records and last window has the fourth
record and each time it is graded as noisy region because of
the distance criterion.

Better performance of LOADED in some attacks e.g.
Back, Loadmodule and Multihop can be attributed to the
effective usage of categorical attributes for outlier detection
whereas GrADS ignores these attributes.

The effect of pruning is clearly visible in attacks Teardrop

Attack Type ORCA LOADED GrADS

Buffer Overflow 63% 94% 87%
Back 5% 100% 5%

FTP write 88% 28% 50%
Guess Password 21% 100% 90%

Imap 13% 100% 92%
IP Sweep 3% 42% 89%

Land 66% 100% 100%
Load Module 100% 100% 55%

Multihop 57% 94% 45%
Neptune 1% 92% 80%
Nmap 8% 94% 98%
Perl 100% 100% 100%
Phf 25% 0% 100%
Pod 12% 45% 98%

Portsweep 13% 100% 81%
Rootkit 70% 33% 60%
Satan 9% 75% 93%
Smurf 1% 24% 93%
Spy 100% 100% 100%

Teardrop 1% 50% 97%
WarezClient 3% 48% 27%
WarezMaster 15% 0% 80%

TABLE IV
DETECTION RATE ON KDDCUP DATASET

and Ipsweep, where heavy clusters detected in one window
show up in next window with lesser points even when no
point for that cluster is received in next window. However
small regions detected as noise (for other attacks), are pruned
and removed from the grid.

E. Effect of Weight Threshold on Region Purity

We compared the purity of discovered clusters and noisy
regions in two dimensional dataset (Figure 4) for two different
computation of weight threshold. We used ρ1 = abs(nµ − 3 ∗
nσ) and ρ2 = (nµ + 3 ∗ nσ) as two computations and got the
results shown in Table VI.

When ρ1 is used for computing the threshold the results
are close to expectation. region number 5 is reported as a
cluster/pattern instead of noise because of the smaller value
of the threshold. In the latter case the second cluster i.e.
region number 2 splits into 3 different regions because higher
weight threshold characterizes a pattern. The first of the three
regions is a cluster, while the other two are noisy regions
in its neighborhood. Notice that one of these noisy regions
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subsumes another noisy region i.e. region number 3 thereby
decreasing the purity. Thus threshold ρ1 must be used when
small sparsely populated clusters are desired whereas ρ2 must
be used when large dense clusters are needed.

ρ1 ρ2

RN DP DP (Purity) RT DP (Purity) RT
1 350 354(99%) P 354(99%) P

2 1100 1103(99.7%) P 762(100%) P
174(100%) N
213(77%) N

3 53 46(100%) N - -
4 12 12(100%) N 12(100%) N

5 21 21(100%) P 21 (100%) N

6 1 1 (100%) O 1 (100%) O

TABLE VI
EFFECT OF WEIGHT THRESHOLD ON PATTERN PURITY; RN: REGION

NUMBER; DP: DATA POINTS; RT: REGION TYPE;

V. CONCLUSION

A framework for gradation of anomalies for data stream
with bounded data space was proposed. The approach first
segregates the patterns from anomalies, and subsequently
analyzes and grades the anomalies. The proposed GrADS
algorithm is data driven and comprises of an online and
an offline component. It reports three types of outliers and
two types of noisy regions based on parameters computed
from recent data. The signature of noisy regions reported by
the algorithm add to user’s understanding of the data. The
experiments demonstrate the functionality and scalability of
the proposed framework.
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Abstract— E-learning systems are information systems used for 

educational purposes. It is powerful way for teaching and 
training people in many areas of human activity. Besides many 
advantages, these systems also have disadvantages in process of 
education. Main disadvantage is generalization of learners, which 
means that all learners get the same studying materials and e-
learning system do not have tools for satisfy learners individual 
study needs, like providing of other studying materials or 
assisting learner with a psychical aid. Intelligent e-learning 
system might be possible solution for this problem. Intelligent e-
learning systems are rather new technology with basic principles 
identical with e-learning systems, but they also contain so-called 
intelligent principles for eliminating learner generalization with 
individualized access to learners study. This can also make 
learner study more effective. There are many ways for 
implementation of this intelligent principles, selecting from a set 
of intelligent principles is based on character of studying 
material, format of study course, etc. This work discusses mainly 
used principle which is adaptability principle, where system 
stores information about progress of learner study and make 
appropriate actions. 
 

Index Terms— adaptability, e-learning, intelligence, 
metadata, optimal path, student model 
 

I. INTRODUCTION 

Problem of education is mostly connected with knowledge-
based economy, which has been defined as main factor for 
development in our community, because only properly trained 
or skilled persons can mainly support this development. 
However, quality of knowledge mostly depends on quality of 
education. At present, new information and communication 
technologies have enabled development of new learning and 
teaching environments [1]. Intelligent e-learning systems 
(IELS), which have basic principles identical with standard e-
learning systems (provide education), are example for this 
development. Main reason for developing these systems is that 
standard e-learning system contains disadvantages, like 
generalization of learners and inability to provide 
individualized access to learner study. By this disadvantage, 
all learners get the same studying material, which might be 
comprehensible for one learner, but might be 
incomprehensible for other learner. IELS try to eliminate this 
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problem with intelligent principles (algorithms). There are 
many approaches for these intelligent principles, selection and 
application of these principles depends for example on type of 
studying material or format of courses. This work will discuss 
mainly used principle - principle of adaptability. By this 
principle, IELS store information about learner’s progress in 
study into so-called student model and next system action is 
based on that stored information. IELS also have his own 
system architecture, which may contain new modules, which 
are not presented in standard e-learning systems. Important 
part for is its metadata specification for learning object in data 
repository. This specification can increase efficiency of system 
in searching for alternative materials or changing the structure 
of learning material (if possible).  

II.  ANALYSIS 

A. E-Learning systems 

E-learning systems are information systems mostly used in on-
line education. It can be: 

• General – can serve education in many areas 
• Problem-oriented – have supporting tools for 

studying of a particular subject, study of other subject 
can be problematic. 

• Combination of general and problem-oriented, 
example for this system is [4]. 

Problems in this form of education are eliminated with 
embedded intelligent principles, which transform standard e-
learning system into intelligent e-learning system. 

B. Development of IELS 

Development of IELS consists from several steps: 
Analysis of teaching materials and courses, which can be 
provided in developed system, is the first step. This is 
followed by selection of the most appropriate intelligent 
supporting technology. For example, e-learning systems for 
teaching programming languages must have built-in lexical 
and syntactic analyzers for a selected language and 
components for intelligent analysis of student results. 
Project of architecture of new system is certainly the next step. 
New system can be developed, or an existing system may be 
updated. Nevertheless, new architecture must contain new 
modules for selected intelligent support. 
Selection of metadata specification is an important step, which 
is also based on analysis of teaching materials and courses. 

Programming and technical development must be obviously 
based on outputs from previous steps. 
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Fig. 1: Architecture of Standard E-learning System 

 

 
Fig. 2: Principle of Adaptability 

 

C. Architecture of Standard E-learning System 

Important prerequisite for designing architecture for IELS is 
analysis of architecture for standard e-learning system. This 
architecture is shown on the Figure 1 and consists from these 
basic modules: 

• LMS tools - contains tools for course manipulation 
and can have tools for creating learning objects. 

• Virtual class - can simulate standard classes known 
from school. Lector can bind this class with some 
course and manage users for this class. 

• Data Repository - disk space containing learning 
objects. 

• User environments – usually web-browsers for on-
line e-learning system. 

This architecture is also demonstration of the fact, that 
standard e-learning system does not have modules 
(components) for supporting individualized access to learners 
study.  

D. Principle of Adaptability 

This principle brings support for individualized access to 
learner study. It is shown on Fig. 2 and principle can be 
considered as follows: Information about learner study 
progress is stored in a student model [6]; this information tells 
system rules for managing teaching materials from data 
repository and then are these materials served to learner. If the 
materials invoke a change in learner study progress, this 
information is again stored in student model. 
Mostly used technologies based on principle of adaptability 
are [3]: 

• Intelligent tutoring systems 
- Curriculum sequencing (Optimal Path 

problem) 
- Problem solving support technologies 

(Intelligent analysis of student solutions, 
Interactive problem solving support, the 
example-based problem solving support) 

• Adaptive hypermedia systems 
• Student model matching 

That was only few technologies used in IELS with adaptability 
support. Theory of IELS is relatively new and is being 
constantly developed. 

After selection of intelligent principle, it is possible to 
project architecture of IELS. Example of this architecture can 
be found in “Solution and results”. 

E. Metadata specification 

Every teaching object used in system must have its own 
metadata. Metadata are information about data (learning 
objects) and they are usually stored in database tables, as it is 
shown on the Fig. 3. There are many metadata specifications, 
for example [2]: 

• Dublin Core 
• Ariadne 
• IMS 
• IEEE-LOM 
• GEM 
• Advanced Distributed Learning – SCORM 

Some of these specifications can be used as templates for 
updated metadata specification. For example, [7] is an 
interesting work, which describes useful so-called ecological 
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approach for specification IEEE-LOM. 

 
Fig. 3: Use of Metadata 

III.  SOLUTION AND RESULTS 

Principles from this work were tested on existing e-learning 
system eEduser. 
First step was analysis of courses and teaching material, which 
can be used through this system. Assignment defines, that 
eEduser is a general, not problem-oriented e-learning system, 
which can simulate original form of education known from 
schools. Simulation of this school education can be accurate 
by using principle of adaptability: technology of Optimal Path. 

A. Optimal Path Problem 

Skeleton of the problem is based on the rules (binds) between 
teaching materials. Categorizing of teaching materials in two 
groups is a start for rule set up: 

• Theoretical materials (or objects) – all object that 
does not evaluate learned knowledge 

• Object for knowledge-checking – like tests 
 
Then the rules are: 

• if some theoretical object was seen/read then make 
other theoretical object/tests accessible 

• if test for some theoretical object was successfully 
accomplished then make other theoretical object 
accessible 

 
These rules must be defined by a course developer. If 

learner fails in a test, system will look up for another teaching 
material and provide it to learner. Example of this can be seen 
on the next figure: 

 

 
Fig. 4: Example of Optimal Path 

 
 

B. Architecture of IELS  

New system architecture must contain new modules for 
intelligent principle of optimal path. This architecture is shown 
on Figure 5 and contains the following new modules: 

• Bind module – a module, in which course developer 
defines if-then rules. System needs for storing rules 
the following information: identification of course, 
identification of learning objects and type of bind. 

• Student model contains information about learner 
progress in study. Models are implemented as data 
records in database tables. For this version of optimal 
path student model contains information how many 
times theoretical object was visited from course, 
calculated balance, which depends on bounded tests 
and information about additive teaching materials, 
which are served to learner, when he fails in a test. 

• Adaptability module is a part of source code, which is 
responsible for managing (control of accessibility) of 
teaching materials provided to student. This 
managing depends on information from Bind module 
and Student model. 

• Monitoring module is a part of a source code, 
responsible for storing information in student model. 

C. Metadata Specification  

Metadata specification is next part in development of IELS. 
Selected specification is Dublin Core [5]. It is a specification 
used in libraries with so-called conservative access to objects 
metadata, but sufficient to applied problem. Basic 
specification involves 15 elements: title, creator, subject, 
description, publisher, contributor, date, type, format, 
identifier, source, language, relation, coverage, rights [4]. This 
basic specification was updated for some new elements. Final 
specification elements were categorized into 4 groups: 

• Basic information (DC_Basic) contains identification 
of data record, Title, Description, Source Thema, 
Keywords, Languages and Version 

• Rights information (DC_Rights) contains Price, 
Creator, Contributor, Publisher, Coverage, basic 
description of rights, information about starting and 
ending date (time) of accessibility of data source and 
information about acceptance of source. 

• Format and Type information 
(DC_Format_and_Type) contains basic file name for 
object (ev. so-called index file), type of source, 
storing information and some eventually needed 
information. 

• Relation information (DC_Relation) are stored 
information on relation between individual data 
sources. It can help system in finding best additive 
teaching materials to satisfy learner needs. 

• Other information (DC_Others) consist from 
information about Competencies, Knowledge, needed 
Skills, Prerequisites, Department and History (uses of 
object). 

 
 

 

ISAST Transactions on Intelligent Systems, No. 1, Vol. 1, 2008 
P. Kazik et al.: Intelligent E-Learning systems 

66



 

 
Fig. 5: Architecture of IELS 

 

D. Additive Teaching Materials  

Searching for alternative and additive data sources would be 
last solution provided to particular learner, which would be 
stored in IELS. If student fails in a test, system would get 
metadata from theoretical object, for which failed test was 
bounded. System then uses these elements for finding similar 
learning object in data repository. This algorithm is shown on 
the next figure: 

 

 
Fig. 6: Searching for Additive Materials 

 
Usable elements are: 

• Title – learning object with the same title can 
probably tell information about same topic, but in 
understandable way. 

• Keywords – classical search algorithm. A certain 
level of keywords agreement (for example 70%) must 
be set. 

• Source Theme could be alternative to description, but 
it is shorter. 

• Author/Creator – same author can probably create 
other teaching materials, which cover the same topic. 
Searching with this element must be combined for 
example with keyword searching with lover level of 
agreement, etc. 

Information about founded teaching materials would be 
stored into student model. 

IV.  CONCLUSION AND FUTURE WORK 

This work is an introduction into theory of IELS. We have 
founded, that a principle of adaptability is mostly used 
principle for IELS. There is a set of technologies, which can 
be used in different IELS. Optimal path was used as selected 
technology and it was tried to implement it into existing e-
learning system. This technology requires rebuild of system 
architecture and addition of some new modules. Changing of 
metadata specification can be also useful part of development. 
This work maps beginning of this technology. In future work, 
this technology can be combined with technology of intelligent 
analysis of students result. Then, if a student fails in a test, 
system will find alternative materials for study only for 
wrongly answered questions. New metadata specifications and 
rebuild of system architecture might be required. 
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Abstract—Simian is an extensible, multi-agent simulation 

environment designed to facilitate the development and evaluation of 

intelligent task allocation techniques for systems of unmanned aerial 

vehicles (UAVs). The objective of Simian is to provide researchers 

with development scaffolding for the empirical investigation of 

command and control of massively parallel UAV operations. Using 

Simian, the researchers have simulated a variety of many-UAV 

reconnaissance and strike missions while exploring the application of 

emergent intelligence. 

 

Index Terms—Agents, Emergent Intelligence, Multi-agent, 

UAV.  

 

Areas of Interest—2.4 Autonomous Agents, 2.18 Modeling and 

Simulation 

I. INTRODUCTION 

IMIAN is an extensible, multi-agent simulation environment 

designed to facilitate the development and evaluation of 

new intelligent task allocation techniques for unmanned aerial 

vehicles (UAVs). Simian is a single-threaded, discrete-time-

stepped simulator core written in Java. Simian can be run in 

conjunction with or without 3D visualization. The primary 

design objective is to provide researchers with development 

scaffolding for the empirical investigation of the application of 

emergent intelligence methods for UAV command and control. 

We emphasize that Simian is not a general purpose 

simulation environment, rather, it is designed specifically for 

modeling systems of UAVs. The simulation environment 

provides domain-specific features for UAV simulations "out-

of-the-box" and accommodates researchers who want to treat 

various aspects of UAV simulations as "black boxes."  

Collision detection and avoidance is an example of a 

ubiquitous aspect of UAV research for which implementation 

is a nontrivial task. But collision detection is generally of 
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interest only in conjunction with other domain-specific 

features. 

The design of Simian is extensible, allowing for future 

intelligent control components to augment or replace existing 

components. Thus, Simian is highly customizable, so that 

researchers can easily develop and integrate their own 

components. In turn, these new components can augment 

Simian for the use of future researchers. 

II. HISTORY AND MOTIVATION 

Simian evolved from the simulation needs of several UAV 

research projects. This section summarizes the strengths and 

weakness of the Simian predecessors. 

Several related simulators were designed to investigate the 

use of optimization models such as the capacitated 

transshipment problem (CTP) to determine task allocation and 

sequencing among UAVs [4][10][12]. While functional, these 

simulators have the disadvantage of using a shared memory 

model for inter-agent communication, under the assumption 

that complete global communication among all UAVs was 

always available.  This assumption is invalidated for realistic 

ad hoc networks, and motivated us to incorporate a loosely 

coupled and highly configurable interagent communication 

model in Simian.  Another collection of related simulators was 

designed to investigate emergent intelligence methods for 

directing UAVs [1][8][13]. These simulators model each UAV 

as a separate thread, but do not directly schedule the threads. 

This leads to difficulties in replicating experiments, as the 

order of thread execution can affect the outcome of some 

events.  For example, greedy task allocation schemes induce 

precedence relationships among the tasks that must be 

enforced. Another drawback is the tight coupling between the 

simulated UAV actions and their graphical visualizers. For 

example, in one simulator, collision detection is supported 

through manipulation of the pixel representation of the UAVs.  

In the Simian design, independence from the visualizers was 

enforced.   

Other simulators were developed to investigate specific 

intelligent task allocation schemes.  These include multi-agent 

auction models [11] and neural networks [7]. While qualitative 

comparisons among the methods implemented in these 

simulators are possible, quantitative comparisons are nearly 

impossible [9]. These considerations led to the development of 

a generic and flexible cross-platform environment based on the 

Open Agent Architecture (OAA) [3][6] for the message 
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passing infrastructure. Using OAA allowed development to 

focus on the simulator rather than interagent message passing. 

Unfortunately, message passing was a performance bottleneck, 

primarily due to the slow communication mechanisms. In 

addition, errors in the C++ bindings hindered supporting 

multiple development languages. 

Although building upon OAA did not satisfy the goal of 

simulating very large collections of UAVs, its basic 

architectural design had a number of desirable characteristics 

that were not dependent on the use of the OAA infrastructure. 

Inspired by the design choices made in the OAA environment, 

the architecture of Simian evolved rather quickly. 

III. DESIGN GOALS 

Based on our experiences with previously developed 

simulations, we adopted the following design goals. 

 

A. Separating Physics and Strategic Logic through Layers 

of Abstraction: 

In Simian, simulating the detailed movements of a UAV 

move does not require the user to write code that follows the 

laws of physics.  UAV motion is encapsulated in an abstract 

layer and accessed by other layers through a well specified 

interface. The layers are loosely coupled and allow for ease of 

modification or replacement. The four primary layers used in 

representing UAV operations are the strategist (strategic 

logic), autopilot (UAV movement control), physical (motion 

and displacement), and environment (interagent 

communication and other object interactions). 

 

B. Separating Problem and Strategy Specifications: 

The OAA-based simulator was specifically intended to 

separate problem specification from strategy. Borrowing this 

idea, input in Simian comes from XML files and any Java 

classes to which the XML files refer. The top-level XML 

elements are: 1) situation, 2) policy, 3) strategy, and 4) global. 

The physical and political situation is described by situation 

and policy elements. Each UAV's strategy is described by a 

corresponding element within a strategy element. Strategy 

elements can be changed without changing the physical and 

political situation. 

 

C. Consistent Support for Three Dimensional Spatial 

Representations: 

UAVs operate in a three-dimensional world. Accordingly all 

UAV functions supported by the simulator must use three-

dimensional data.  

 

D. Support for the real-world units of measure: 

Standard for measurement allows for comparisons with 

other simulations as well as real UAV operations. To support 

model validation, Simian enforces consistency among units of 

measure, that is, combinations of meters, kilograms and 

seconds. This idea was advanced in modeling in [2].  These 

conventions permit a standardized method for the analysis and 

transfer of simulation results. 

 

E. Determinism: 

The ability to replicate an experiment is critical in 

simulation; therefore, determinism is an important design goal. 

Determinism is accomplished by running the simulation on a 

single thread. Control algorithms that make use of potentially 

non-deterministic services such as random number generation 

must ensure that determinism is maintained (for example, 

seeding a pseudo-random number generator with user input). 

In addition, all control decisions are based only on simulated 

time. 

 

F. Efficiency and Execution Performance: 

Simian is potentially used in real-time decision support and 

thus requires fast execution and interrupt support.  Thus, 

communication message support among agents was refined to 

maximize execution speed.   

 

G. Separating Visualization and Simulation: 

Simulation and visualization can be CPU intensive; 

therefore it is desirable for the visualizer to run on a separate 

host. We support simulation and visualization as loosely 

coupled separate applications that run as separate processes. 

This design facilitates the development of alternative 

visualizers without requiring changes to the simulator and 

allows the simulator and visualizer to be developed and tested 

independently. 

 

H. Portability: 

Portability requires using a language and libraries that are 

available on multiple platforms and perform consistently on 

each platform. Java, C and C++ were the contenders for the 

language. Java was chosen because it is the most popular 

language among the developers, and because the dom4j library 

for handling XML is written in Java. Control algorithms are 

specified by their Java classes. Simian uses reflection to load 

classes named in its XML input. 

 

I. Realistic Communication: 

Cooperation is achieved only through communication. 

Modeling interagent communication, such as radio broadcasts, 

is essential for this type of model. Also, due to the potential 

volume of communication and the number of interacting 

agents, communication must be modeled very efficiently and 

not be a bottleneck for simulation performance. 

 

J. Post-simulation Scoring: 

Policy can be vague or fluid. After a simulation is run, it is 

typically useful to re-evaluate the results according to a 

standard that had not existed earlier. By recording the 

simulation’s state throughout an experiment, new analysis can 

be applied to the record of the experiment to answer new 

questions and allow better comparisons with other systems. 
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IV. ARCHITECTURE 

Conceptually, Simian decomposes UAV simulation into 

four primary layers: 1) strategist, 2) autopilot (optional), 3) 

physical and 4) environment. Figure 1. depicts this 

architecture. 

 

 
Figure 1. The Simian control layer architecture. Each UAV (or 

other agent) may contain one or more control layers. 

 

A UAV's physical layer represents its hardware, that is, the 

UAV itself and its radios, sensors and weapons. Methods for 

describing physical motion are contained in this layer. A UAV 

sends messages to its immediate controller object with a 

method call and fetches commands with another method call. 

Simian typically handles spatial information in the form of a 

Vector3D object. A Vector3D object stores three public 

doubles: x, y, and z. Vector3D also has methods for convenient 

vector arithmetic. 

The environment layer lies below each UAV's physical 

layer. There is only one for all agents in a simulation. It 

provides time-stepped simulation and handles interactions 

between objects. Collision detection, radio messages, and all 

events involving more than one physical object are handled in 

the environment layer. To this end, the environment has access 

to every physical object which might interact with another. 

The environment layer communicates with a physical layer 

through method calls on the physical layer and some 

assignments to internal data. 

A UAV's control layers lie above its physical layer. The 

layer immediately below a control layer communicates with it 

through method calls on the higher layer. Data only goes up 

and commands only come down. Most UAVs have two 

strategist and autopilot control layers. The topmost control 

UAV layer is called its strategist. The strategist understands its 

team's policy and directs the UAV accordingly. Commands 

from a strategist go to the layer below. This might be the 

physical layer, but is more likely to be another control layer, 

such as an autopilot. A UAV's optional autopilot layer, if there 

is one, lies just above its physical layer and provides 

convenience commands such as: go to position X, adjust 

speed, adjust velocity, and adjust heading. These initiate 

sequences of commands understandable by its physical layer. 

An autopilot offers strategists an alternative to issuing low-

level vehicle control commands. 

Interlayer communication is driven exclusively from below. 

No layer has direct access through a reference to a layer below 

it. A control layer does have access to its UAV's initialization 

data. A layer sends messages by invoking the msgsUp method 

of the layer immediately above it and receives messages by 

invoking the msgsDown method of that layer. A UAV has new 

information at least once every clock tick. It promptly sends 

that information to its controller. A UAV requests commands 

at least once every clock tick. 

 

A. Reporter: 

The reporter's job includes recording score-related 

information. The reporter need not know the precise scoring 

standard to be applied, but it does need to know the kind of 

data to store. The current standard reporter does this job by 

copying most messages sent to it to the standard output. If told 

to do so, it also provides data to a visualizer through a TCP 

port or to a file. Because of the loose coupling, neither the 

standard reporter nor the standard visualizer needs the other. 

Each simply needs a partner that communicates in the same 

language. In Simian's XML data, the reporter's class is 

specified in a sub-element of a top-level global element. 

 

B. Visualization: 

The visualizer provides a visual representation of the 

simulation. The standard visualizer understands the messages 

sent by the standard reporter through a TCP port. As stated 

above, the visualizer is independent of the simulation and 

reporter. The Visualizer runs as a separate process. The 

current visualizer was written in C++ and generates its images 

with OpenGL. Figure 2 and Figure 3 show two views from the 

visualizer. 

 

 
Figure 2. Visualizer displaying UAVs searching for a threat. 
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Figure 3. Visualizer displaying UAVs dispatching a threat. A 

UAV expended itself in a strike and a new UAV is sent in to replace 

it. 

 

C. Initialization: 

Simian uses XML for initialization; converting interagent 

messages to XML throughout the simulation is no longer an 

efficiency concern. XML provides a consistent self-describing 

framework. Without such a framework, subtle errors are easy 

to introduce with a new input format. For example, suppose 

one changes the format of an input line so that it uses five 

inputs where it formerly used six inputs. The meaning of the 

remaining five will typically change. If the actual input is not 

changed, an old format line will almost certainly be accepted 

and quietly accomplish what one does not want. A similar 

change in an XML format would normally change the names 

by which the five numbers are referenced. Failure to change 

the actual input would result in some of the numbers not being 

found. We believe that a loud complaint is better than quiet 

error. Below is a fragment of an initialization file in XML for a 

simple simulation situation: 

 

sit.xml 

<situation> 

  <model name=’Predator’ class=’uav’ crashradius=’5’ > 

<!− crashradius=5 meters for collision detection − > 

<limits 

: 

fwrd_ac=’3’ 

speed=’20’ 

fuelCapacity=’300’ 

/> 

  </model> 

  <team name=’USA’ > 

<smallthing model=’Predator’  

name=’EagleEye’ > 

  <position> 0 0 30</position> 

  <velocity> 4.0 1.0 0 </velocity> 

</smallthing> 

  </team> 

</situation> 

V. FUTURE WORK 

A central design goal of Simian is the ability to easily 

exchange strategy elements for the UAV agents. To support 

this feature, a library of intelligent control modules is being 

designed and implemented. Modules that have been used in 

previous work to be included in the Simian library incorporate: 

neural networks, Bayesian belief networks, Petri nets, partially 

observable Markov decision processes (POMDP), auction 

models, and capacitated transshipment problem formulations. 

Projects to exploit emergent intelligence with autonomous 

team formation are underway. In one scenario, many UAVs 

are deployed in a search-and-strike mission. As potential 

threats are discovered, teams are autonomously formed 

through interagent communication and negotiation. This 

project extends the emergent intelligence paradigm 

demonstrated in earlier work. It is envisioned that Simian will 

be incorporated in the model base of real-time decision 

support architectures (for example, see the Emergent 

Adversary Behavior component in [5]).  

Currently Simian has no provision for gravity or for terrain. 

To compensate for the absence of gravity, we adjust the 

accelerations available to a UAV. There is no help for the 

absence of terrain. Absent gravity and terrain, the world is 

neither flat nor round. If we add terrain and gravity and make 

the world round, some of Simian's physics would changed for 

a round world. In the first draft of UAV motion, a UAV does 

not bank. It's vertical axis is assumed to be parallel to the z-

axis. In a round world, the z-axis will not always be parallel to 

gravity. Also, in the standard autopilot, altitude is equal to z. 

Simian does not come with the values of any physical 

constants. The radius of the earth in meters, used to address 

the effect of the curvature of the Earth on line-of-sight 

communication, along with other pertinent values, is scheduled 

to be added. 

VI. CONCLUSION 

Simian addresses many of the key needs for research in 

decentralized many-UAV task allocation. The requirements for 

a layered, modular architecture, high efficiency, distributed 

execution, and ease of inter-simulation comparison have been 

met. Flexibility of the design has been demonstrated by re-

creating several scenarios from previous works. We feel that 

this research tool will benefit not only our research efforts, but 

also those of others interested in UAV-centric, massively 

parallel, agent-based simulations. 
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